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JOURNALOFINNOVATIVEEXPLORATIONINENGINEERINGANDTECH
NOLOGY 

1. JournalOverview 
i. AbouttheJournal 
 
Journal of Innovative Exploration in Engineering and Technologyis a peer-reviewed, Open 
Accessjournalthatpublishesoriginalresearcharticlesaswellasreviewarticlesin severalareas of 
engineering. The subject areas covered by the journal but not limited to: 

 
 ComputerScienceandEngineering 

 ElectricalEngineering 

 ElectronicsandCommunicationEngineering 

 CivilEngineering 

 MechanicalEngineering 

 ChemicalEngineering 

 IndustrialEngineering 

Bibliographicinformation 

ISSN:(Print) 
ISSN:(Online
) DOI: 

 
ii. PeerReviewProcess 
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Thefollowingistheeditorialworkflowthateverymanuscriptsubmittedtothejournal undergoes during 
the course of the peer review process. 
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The entire editorial workflow is performed via the manuscript submission system for our 
journals. Once a manuscript is submitted for publication, the manuscript is checked by the 
journal’s editorial office to ensure the files are complete and that the relevant metadata are in 
order. The manuscript is then sent to the Chief Editor who assesses the suitability of the 
manuscript in terms of scope and quality and, if appropriate, assigns it to an Academic Editor. 

The Academic Editor then performs an additional, more detailed, analysis before inviting a 
number of potential reviewers to provide a peerreviewreport the Academic Editor can reject a 
manuscript prior to review if they deem it unsuitable for the journal. Based on reports submitted 
by the reviewers, the Academic Editor makes one of the followingrecommendations: 

· Reject 

· MajorRevision 

· MinorRevision 

· Publish 

 
If theAcademic Editor recommends “Reject”, theauthors are sent any reviewreportsthat have 
been received and are notified that their manuscript will no longer be considered for publication 
in the journal. 

If the Academic Editor recommends “Major Revision”, the authors are notified of the editor's 
request that they prepare and submit an updated version of their manuscript with the necessary 
changes suggested by the reviewers and editor. This might require new data to be collected or 
substantial revision of the text. The manuscript is then reassessed by one or more of the original 
reviewers before the Academic Editor makes a new recommendation. 

If the Academic Editor recommends “Minor Revision”, the authors are notified of the editor's 
request that they prepare and submit a revised copy of their manuscript with the required minor 
changes suggested by the reviewers and editor. Once satisfied with the final manuscript, 
optionallyhavingsoughtfurtheradvicefromoneormoreof thereviewers,the AcademicEditor can 
recommend “Publish”. 

If the Academic Editor recommends “Publish”, the manuscript will undergo a final check by the 
journal’s Chief Editor and editorial office in order to ensure that the manuscript and its review 
process adhere to the journal’s guidelines and policies. The authors will then be notified of the 
manuscript’s acceptance. 

The Chief Editor remains ultimately responsible for the aims and scope of the title and will be 
called upon to handle appeals and other editorial issues as and when required. 
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iii. PublicationEthics 

Ethical standards for publication exist to ensure high-quality scientific publications, public trust 
in scientific findings, and that people receive credit for their work and ideas. JIEET aims to 
adhere to its guidelines and core practices. 

Articleassessment 

All manuscripts are subject to peer review and are expected to meet standards of academic 
excellence.Ifapprovedbytheeditor,submissionswillbeconsideredbypeerreviewers,whose identities 
will remain anonymous to the authors. 

Our Research Integrity team will occasionally seek advice outside standard peer review, for 
example, on submissions with serious ethical, security, biosecurity, or societal implications. We 
may consult experts and the academic editor before deciding on appropriate actions, including 
butnot limited to recruiting reviewers with specific expertise, assessmentby additional editors, 
and declining to further consider a submission. 

Plagiarism 

Authors must not use the words, figures, or ideas of others without attribution. All sourcesmust 
be cited at the point they are used, and reuse of wording must be limited and be attributed or 
quoted in the text. 

JIEETusesCrossrefSimilarityCheck(iThenticate)todetectsubmissionsthatoverlapwithpublished 
and submitted manuscripts. 

Manuscripts that are found to have been plagiarized from a manuscript by other authors, whether 
published or unpublished, will be rejected and the authors may incur sanctions. Any published 
articles may need to be corrected or retracted. 

Duplicatesubmissionandredundantpublication 

JIEET journals consider only original content, i.e. articles that have not been previously 
published, including in a language other than English. Articles based on content previouslymade 
public only on a preprint server, institutional repository, or in a thesis will be considered. 

Manuscripts submitted to this journals must not be submitted elsewhere while under 
consideration and must be withdrawn before being submitted elsewhere. Authors whose articles 
are found to have been simultaneously submitted elsewhere may incur sanctions. 

If authors have used their own previously published work, or work that is currently under review, 
as the basis for a submitted manuscript, they must cite the previous articles and 
indicatehowtheirsubmittedmanuscript differsfromtheirpreviouswork.Reuseoftheauthors’ 
ownwordsoutsidetheMethodsshouldbeattributedorquotedinthetext.Reuseofthe 
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authors’ own figures or substantial amounts of wording may require permission from the 
copyright holder and the authors are responsible for obtaining this. 

JIEET journal will consider extended versions of articles published at conferences provided this 
is declared in the cover letter, the previous version is clearly cited and discussed, there is 
significant new content, and any necessary permissions are obtained. 

Redundantpublication,the inappropriatedivisionof study outcomesintomorethanone article (also 
known as salami slicing), may result in rejection or a request to merge submitted manuscripts, 
and the correction of published articles. Duplicate publication of the same, or a very similar, 
article may result in the retraction of the later article and the authors may incur sanctions. 

Citationmanipulation 

Authors whose submitted manuscripts are found to include citations whose primary purpose is to 
increase the number of citations to a given author’s work, or to articles published in a particular 
journal, may incur sanctions. 

Editorsandreviewersmustnotaskauthorsto includereferencesmerelytoincreasecitationsto their own 
or an associate’s work, to the journal, or to another journal they are associated with. 

Fabricationandfalsification 

The authors of submitted manuscripts or published articlesthat arefound to have fabricated or 
falsified the results, including the manipulation of images, may incur sanctions, and published 
articles may be retracted. 

Authorshipandacknowledgements 

All listed authors must have made a significant scientific contribution to the research in the 
manuscript, approved its claims, and agreed to be an author. It is important to list everyone who 
made a significant scientific contribution. We refer to the ICMJE guidelines. Author 
contributions may be described at the end of the submission, optionally using roles defined by 
CRediT. Submitting authors must provide an ORCID and we encourage all authors to provide 
one. Changes in authorship must be declared to the journal and agreed to by all authors. An 
author may change their name on a published article. 

 Anyone who contributed to the research or manuscript preparation, but is not an author, 

should be acknowledged with their permission. 

 Submissionsbyanyoneotherthanoneoftheauthorswillnotbeconsidered. 

Conflictsofinterest 

Conflicts of interest (COIs, also known as ‘competing interests’) occur when issues outside 
researchcouldbereasonablyperceivedtoaffecttheneutralityorobjectivityoftheworkorits 
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assessment. This can happen at any stage in the research cycle, including during the 
experimentation phase, while a manuscript is being written, or during the process of turning a 
manuscript into a published article. 

If unsure, declare a potential interest or discuss with the editorial office. Undeclared interests 
may incur sanctions. Submissions with undeclared conflicts that are later revealed may be 
rejected. Published articles may need to be re-assessed, have a corrigendum published, or in 
serious cases be retracted. 

Conflicts of interest do not always stop work from being published or prevent someone from 
being involved in the review process.However, they must be declared.Aclear declaration of all 
possible conflicts – whether they actually had an influence or not – allows others to make 
informed decisions about the work and its review process. 

If conflicts of interest arefound afterpublication,this maybeembarrassing forthe authors, the 
Editor and the journal. It may be necessary to publish a corrigendum or reassess the review 
process. 

Conflictsincludethefollowing: 

 Financial — funding and other payments, goods and services received or expected by the 

authors relating to the subject of the work or from an organization with an interest in the 

outcome of the work 

 Affiliations — being employed by, on the advisory board for, or a member of an 

organization with an interest in the outcome of the work 

 Intellectualproperty—patentsortrademarksownedbysomeoneortheirorganization 

 Personal—friends,family,relationships,andotherclosepersonalconnections 

 Ideology—beliefsoractivism,forexample,politicalorreligious,relevanttothework 

 Academic—competitorsorsomeonewhoseworkiscritiqued 

Authors 

Authors must declare all potential interests in a ‘Conflicts of interest’ section, which should 
explain why the interest may be a conflict. If there are none, the authors should state “The 
author(s) declare(s) that there are no conflicts of interest regarding the publication of this paper.” 
Submitting authors are responsible for coauthors declaring their interests. 

Authors must declare current or recent funding (including article processing charges) and other 
payments, goods or services that might influence the work. All funding, whether a conflict or 
not, must be declared in the ‘Funding Statement’. 
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Theinvolvement of anyoneotherthantheauthorswho1)hasan interest inthe outcomeofthe work; 2) 
is affiliated to an organization with such an interest; or 3) was employed or paid by a funder, in 
the commissioning, conception, planning, design, conduct, or analysis of the work, the 
preparation or editing of the manuscript, or the decision to publish must be declared. 

Declared conflicts of interest will be considered by the editor and reviewers and included in the 
published article. 

Editorsand Reviewers 

Editorsandreviewersshoulddeclinetobeinvolvedwithasubmissionwhenthey 

 Havearecentpublicationorcurrentsubmissionwithanyauthor 

 Shareorrecentlysharedanaffiliationwithanyauthor 

 Collaborateorrecentlycollaboratedwithanyauthor 

 Haveaclosepersonalconnectiontoanyauthor 

 Haveafinancialinterestinthesubjectofthework 

 Feelunabletobeobjective 

Reviewersmust declareanyremaining interestsinthe‘Confidential’ sectionofthereviewform, which 
will be considered by the editor. 

Editors and reviewers must declare if they have previously discussed the manuscript with the 
authors. 

Sanctions 

If JIEET becomes aware of breaches of our publication ethics policies, whether or not thebreach 
occurred in a journal published by JIEET, the following sanctions may be applied across the 
JIEET journal: 

 Rejectionofthemanuscriptandanyothermanuscriptssubmittedbytheauthor(s). 

 Notallowingsubmissionfor1–3years. 

 Prohibitionfromactingasaneditororreviewer. 

 JIEETmayapplyadditionalsanctionsforsevereethicalviolations. 
 
 

Investigations 

Suspectedbreachesofourpublicationethicspolicies,eitherbeforeandafterpublication,as well as 
concerns about research ethics, should be reported to our Research Integrity team. 
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JIEET may ask the authors to provide the underlying data and images, consult editors, and 
contact institutions or employers to ask for an investigation or to raise concerns. 

Correctionsandretractions 

When errors are identified in published articles, the publisher will consider what action is 
required and may consult the editors and the authors’ institution(s). 

Errors by the authors may be corrected by a corrigendum and errors by the publisher by an 
erratum. 

If there are errors that significantly affect the conclusions or there is evidence of misconduct, this 
may require retraction or an expression of concern following the COPE Retraction 
Guidelines.All authors will be asked to agree to the content of the notice. 

An author name change after publication will be made to the article and any citing articles 
published by JIEET without requiring documentation, a corrigendum notice, or informing any 
other authors, following a request to the journal or the Research Integrity team. 
 
 
iv. ArticleProcessing 
 
2. AuthorGuidelines 
 
Joinourcommunityofauthorsandbenefitfrom: 

 
 An easy-to-use manuscript submission system, without manuscript formatting 

requirements. 

 Free of charge, full language editing report at point of submission, to help you assess and 

improve your manuscript prior to peer review. 

 Dedicatededitorswhoareactiveintheirspecificcommunities. 

 Higheditorialstandards,ensuringallpublishedmanuscriptsundergoanin-depthpeer review 

process. 

 Quick, efficient publication with full transparency on all publishing metrics and turnaround 

times. 

 Greaterimpact,reach,andvisibilityofyourresearchthroughopenaccess. 

 Retentionofallownershipandcopyrightofyourpublishedresearch. 

 Discountonawiderangeof authorservicesfromleadingproviders,tohelpmakeyour manuscript 

the best it can be. 
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 Retentionofallownershipandcopyrightofyourpublishedresearch. 

 Discountonawiderangeof authorservicesfromleadingproviders,tohelpmakeyour manuscript 

the best it can be. 
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Languageeditingandauthorservices 
 
We have partnered with a number of leading author services providers to offer our authors an 
exclusive 10% discount on a wide range of manuscript preparation and post-publication services. 
This discount applies to various language editing, translation, and research communication 
services. 

You canmakeuseof afree artificialintelligence(AI)-based languageeditingtoolinfutureatthe point 
of submission. This tool will scan your manuscript and make suggestions to help improve the 
quality of your writing. The tool applies machine learning, trained on millions of published 
scientific articles, and suggests improvements to grammar, spelling, and academic language. 

Submission 
Manuscripts should be submitted by one of the authors of the manuscript throughthe 
manuscriptsubmissionsystemforourjournal.OnlyelectronicPDF(.pdf)orWord(.doc,.docx, 
.odt,.rtf, .txt)filescanbe submittedthroughthemanuscript submission system,and thereisno page 
limit. Special characters should not be included in the file name of the main manuscript file. 
Submissions by anyone other than one of the authors will not be accepted. The submitting author 
takes responsibility for the manuscript during submission and peer review. 

Termsofsubmission 
Manuscripts must be submitted on the understanding that they have not been published 
elsewhere and are only being considered by this journal. The submitting author is responsible for 
ensuring that the article’s publication has been approved by all the other coauthors. It isalso the 
submitting author’s responsibility to ensure that the article has all necessary institutional 
approvals. Only an acknowledgment from the editorial office officially establishes the date of 
receipt. Further correspondence and proofs will be sent to the author(s) before publication, unless 
otherwise indicated. It is a condition of submission that the authors permit editing of the 
manuscript for readability. 

Peerreview 
 
Allsubmittedarticlesaresubjecttoassessmentandpeerreviewtoensureeditorialappropriateness and 
technical correctness.Research published in the journal must be: 

 
 Scientificallyvalid–adheringtoacceptedcommunitystandardsofresearch. 

 Technicallyaccurateinitsmethodsandresults. 

 Representativeofaspecificadvance,orreplication,ornull/negativeresult,whichisworthy of 

publication. 

 Asreproducibleaspossible–sharingunderlyingdata,code,andsupportingmaterials wherever 

able. 
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 Ethically sound and transparent – adhering to best practice with respect to animal and 

human studies, consent to publish, and clear declaration of potential conflicts of interests, 

both real and perceived. 

In the spirit of sharing findings through our open science mission, emphasis is not placed on 
novelty, interest, or perceived impact. Replication studies, particularly of research published in 
this journal, are encouraged. 

Inorder for anarticleto beacceptedforpublication,theassigned editorwillfirstconsider ifthe 
manuscript meets the minimum editorial standards and fits within the scope of the journal. Ifan 
article is considered suitable for the journal, the editor will ideally solicit at least twoexternal 
peer reviewers (who will remain anonymous to the authors unless they choose to disclose their 
identity by signing the review report) to assess the article before confirming a decision to accept. 
Decisions to reject are at the discretion of the editor. 

Our research integrity team will occasionally seek advice outside standard peer review, for 
example, on submissions with serious ethical, security, biosecurity, or societal implications. We 
may consult experts and the editor before deciding on appropriate actions, including but not 
limited to: 

 Recruitingreviewerswithspecificexpertise
 Assessmentbyadditionaleditors
 Decliningtofurtherconsiderasubmission.

Concurrentsubmissions 
In order to ensure sufficient diversity within the authorship of the journal, authors will be limited 
to having three manuscripts under review at any point in time. If an author already has 
threemanuscripts underreviewin the journal,theywillneedto waituntilthereviewprocessof at least 
one of these manuscripts is complete before submitting another manuscript for consideration. 
This policy does not apply to editorials or other non-peer-reviewed manuscript types. 

Articleprocessingcharges 
The journal is open access. Article processing charges (APCs) allow the publisher to make 
articles immediately available online to anyone to read and reuse upon publication. 

Preprints 
 
JIEET supports the deposition of manuscripts in preprint servers, and does not consider this to 
compromise the novelty of the results. Articles based on content previously made public only on 
a preprint server, institutional repository, or in a thesis will be considered. The preprint should be 
cited. 
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Preregistrationofstudies 
 
Authors are encouraged to indicate whether the conducted research was preregistered in an 
independent, institutional registry. Preregistration of studies involves registering the study 
design, variables, and treatment conditions prior to conducting the research which includes 

 http://clinicaltrials.gov/
 https://www.socialscienceregistry.org/
 http://osf.io/
 https://egap.org/registry/
 http://ridie.3ieimpact.org/)

Preregistrationofanalysisplans 
 
Authors are encouraged to indicate whether or not the conducted research was preregistered with 
ananalysis plan inan independent, institutional registry Preregistration of studies involves 
registering the study design, variables, and treatment conditions. Including an analysis plan 
involves specification of sequence of analyses or the statistical model that will be reported. 

ORCID 
 
Prior to publication, an ORCID iD must be provided for the corresponding author(s). If you 
already have an ORCID iD, you will be asked to provide it. If you haven’t registered with 
ORCID yet, we’ll help you create an iD at the point of submission. The ORCID is not required 
for submission, or for peer review, but we will not be able to publish your article online until an 
ORCID iD is provided. 

Articletypes 
 
Thejournalwillconsiderthefollowingarticletypes: 

Researcharticles 
 
Research articles should present the results of an original research study. These manuscripts 
should describe how the research project was conducted and provide a thorough analysis ofthe 
results of the project. Systematic reviews may be submitted as research articles. 

Reviews 
 
Areviewarticleprovidesanoverviewofthepublishedliteratureinaparticularsubjectarea. 
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Formatting 
 
An optional research article manuscript template can be downloaded from this page. We 
recommend that all manuscripts include line numbers and follow the structure below: 

Titleandauthorshipinformation 

Thefollowinginformationshouldbeincluded: 

 
 Manuscripttitle

 Fullauthornames

 Fullinstitutionalmailingaddresses

 Emailaddresses

 Affiliations

Abstract 
 
The manuscriptshould containanabstract.The abstractshouldbe self-contained,citation-free, and 
should not exceed 300 words. 

Introduction 
 
Thissectionshouldbesuccinct,withnosubheadings. 

Materialsandmethods 
 
The methods section should provide enough detail for others to be able to replicate the study.If 
you have more than one method, use subsections with relevant headings, e.g. different models, in 
vitro and in vivo studies, statistics, materials and reagents, etc. 

JIEET have no space restriction on methods. Detailed descriptions of the methods (including 
protocols or project descriptions) and algorithms may also be uploaded as supplementary 
information or a previous publication that gives more details may be cited. If the method froma 
previous article is used, then this article must be cited and discussed. If wording is reusedfrom a 
published article, then this must be noted, e.g. This study uses the method of Smith etal. and the 
methods description partly reproduces their wording [1]. 

If a method or tool is introduced in the study, including software, questionnaires, and scales, the 
license this is available under and any requirement for permission for use should be stated. If an 
existing method or tool is used in the research, the authors are responsible for checking the 
license and obtaining any necessary permission. If permission was required, a statement 
confirming permission was granted should be included in the materials and methods section. 
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Publishing protocols.We encourage authors describing any methodology, in particular 
laboratory-based experiments in the computational and informatics protocols. This is an open 
access website that allows researchers to record their methods in a structured way, obtain a DOI 
to allow easy citation of the protocol, collaborate with selected colleagues, share their protocol 
privately for journal peer review, and choose to make it publicly available. Once published, the 
protocol can be updated and cited in other articles. 

You can make your protocol public before publication of your article if you choose, which will 
not harm the peer review process of your article and may allow you to get comments about your 
methods to adapt or improve them before you submit your article. 

Resultsanddiscussion 
 
Thissectionmaybedividedintosubsectionsormaybecombined. 

Maintext(reviewonly) 
 
Thissectionmaybedividedintosubsectionsormaybecombined. 

Conclusions 
 
This should clearly explain the main conclusions of the article, highlighting its importance 
andrelevance. 

Dataavailability 
 
This statement should describe how readers can access the data supporting the conclusions of the 
study and clearly outline the reasons why unavailable data cannot be released. 

Conflictsofinterest 
 
Authors must declare all relevant interests that could be perceived as conflicting. Authors should 
explain why each interest may represent a conflict. If no conflicts exist, the authors should state 
this. Submitting authors are responsible for coauthors declaring their interests. 

Conflicts of interest (COIs, also known as ‘competing interests’) occur when issues outside 
research could be reasonably perceived to affect the neutrality or objectivity of the work or its 
assessment.Authors must declare all potential interests – whether or not they actually had an 
influence – in the conflicts of interest section, which should explain why the interest may be a 
conflict. If there are none, the authors should state: “The author(s) declare(s) that there is no 
conflict of interest regarding the publication of this article”. Submitting authors are responsible 
for coauthors declaring their interests. Declared conflicts of interest will be considered by the 
editor and reviewers, and included in the published article. 
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Authors must declare current or recent funding (including for article processing charges) and 
otherpayments,goodsorservicesthatmight influencethework.Allfunding,whether aconflict or not, 
must be declared in the funding statement. The involvement of anyone other than the authors 
who: 

i) hasaninterestintheoutcomeofthe work; 
ii) isaffiliatedtoanorganizationwithsuchaninterest;or 
iii) was employed or paid by a funder, in the commissioning, conception, planning, 

design, conduct, or analysis of the work, the preparation or editing of the manuscript, 
or the decision to publish must be declared. 

You may be asked to make certain changes to your manuscript as a result of your declaration. 
These requests are not an accusation of impropriety. The editor or reviewer is helping you to 
protect your work against potential criticisms. 

If you are in any doubt about declaring a potential conflict, remember that if it is revealed later – 
especially after publication – it could cause more problems than simply declaring it at thetime of 
submission. Undeclared conflicts of interest could lead to a corrigendum or, inthe most serious 
cases, a retraction. 

Acknowledgments 
 
All acknowledgments (if any) should be included at the very end of the manuscript before the 
references. Anyone who made a contribution to the research or manuscript, but who is not a 
listed author, should be acknowledged (with their permission). 

References 
 
Authors may submit their references in any style. If accepted, these will be reformatted in 
Chicago style by Hindawi. Authors are responsible for ensuring that the information in each 
reference is complete and accurate. All references should be numbered consecutively in the order 
of their first citation. Citations of references in the text should be identified using numbers in 
square brackets e.g., “as discussed by Smith [9]”; “as discussed elsewhere [9, 10]”. All 
references should be cited within the text and uncited references will be removed. 

Citation standards.All data, program code, and other methods should be appropriately cited. 
Such materials should be recognized as original intellectual contributions and afforded 
recognition through citation. 

Dateformatting 
 
JIEET recommends writing dates out fully to avoid confusion with different all-numeral date 
styles.Forexample,11/10/2018couldbe10November2018or11October2018dependingon 
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the reader, therefore, the date should be written out in full. For example, the date September 1, 
2018 should be used rather than 01/09/2018 or 09/01/2018. 

Unitsofmeasurement 
Units ofmeasurement should bepresented simplyand concisely using theInternationalSystem of 
Units (SI). 

Preparationoffigures 
 
Upon submissionofanarticle, authorsshould includeallfiguresandtablesinthePDF fileof the 
manuscript. Figures and tables should not be submitted in separate files. If the article is accepted, 
authors will be asked to provide the source files of the figures. Each figure should be supplied in 
a separate electronic file. All figures should be cited in the manuscript in a consecutive order. 
Figures should be supplied in either vector art formats (Illustrator, EPS, WMF, FreeHand, 
CorelDraw, PowerPoint, Excel, etc.) or bitmap formats (Photoshop, TIFF, GIF, JPEG, etc.). 
Bitmap images should be of 300 dpi resolution at least unless the resolution is intentionally set to 
a lower level for scientific reasons. If a bitmap image has labels, the image and labels should be 
embedded in separate layers. 

Preparationoftables 
Tables should be cited consecutively in the text. Every table must have a descriptive title and if 
numerical measurements are given, the units should be included in the column heading. Vertical 
rules should not be used. 

Supplementarymaterials 
 
Supplementary materials are the additional parts to a manuscript, such as audio files, video clips, 
or datasets that might be of interest to readers. Authors can submit one file of supplementary 
material along with their manuscript through the manuscript submission system. If there is more 
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Abstract 

To examine individual investor trading behavior in relation to net profit or loss for the 
equities F&O segment solely for the fiscal years 2019 and 2022. The study periods have 
been appropriately chosen with consideration for the increase in individual investor activity 
over the past three years, allowing for a comparative analysis of the patterns prior to and 
following the Covid-19 epidemic. Individual traders in the 30 to 40 year old age range 
participated at the greatest rate (39%) of any age group during FY22. The percentage share 
of involvement increased dramatically for younger individual traders (20 to 30 years old) 
from 11% in FY19 to 36% in FY22. Males (>80%) dominated individual trader activity in 
the stock F&O segment in both years. In the equity F&O segment, 89% of individual 
traders that is, 9 out of 10 individual traders incurred losses6 in FY22, with an average loss 
of Rs. 1.1 lakh, while 90% of active traders saw average losses of Rs. 1.25 lakh during the 
same time. With the exception of outliers, the average net trading loss for loss makers 
among active traders in FY22 was about ₹ 50,000. With the exception of outliers, the 
average loss for a loss maker among active traders in FY22 was more than 15 times higher 
than the average profit for a profit maker. 

Keywords: Stocks analysis, Sebi, F and O, traders report, Trading. 

Introduction 

In FY22, an average loss of Rs. 0.77 lakh was suffered by 89% of traders who traded index 
options and Rs. 0.66 lakh by 82% of traders who traded stock options. With an average loss 
of Rs. 2.1 lakh and Rs. 0.96 lakh, respectively, the percentage of losers was 74% and 67% 
for stock futures and index futures, respectively. When compared to all other age groups in 
FY22, the youngest age group—those under 20—which made up roughly 1% of the 
participation share—saw the highest average profit by profit makers and the biggest 
average loss by loss makers in the futures segment. Stock futures generated the largest 
average profit for profit makers in FY22 (Rs. 2.4 lakh), followed by index options (Rs. 0.92 
lakh). Although women made up less than 20% of the participating workforce in FY22, on 
average, female loss makers and profit makers produced greater profits than their male 
counterparts across all product categories. Even traders who made net trading profits had 
transaction costs deduct from their earnings ranging from 15% to 50%10. The percentage 
of inactive traders who turned a profit, however, was a very modest 6%. 

All product categories saw a decrease in the TC as a percentage of net trading profit during 
FY22 compared to FY19. In FY22, index options had the greatest TC as a proportion of net 
trading profit (21%), followed by index futures (17%), while stock futures (11%) and stock 
options (8%), on the other hand, had relatively lower TC. In comparison to FY19, when the 
range was 27% to 31%, profit makers in age groups older than 30 showed a falling trend in 
TC as a percentage of net trading profit during FY22 (ranging from 25% to 26%). In both 
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years, men profit makers spent a bigger proportion of their net trading profit (TC) than did 
female profit makers. 

Individual client-wise data of realized net trading profit / loss incurred during FY19 and 
FY22 has been collected for the study from the top 10 brokers (based on individual traders’ 
turnover for the period FY22) in the equity F&O segment of NSE. This includes HUF and 
NRIs but excludes Proprietary traders, institutions, partnership firms, etc. In the NSE stock 
F&O category, these top 10 brokers accounted for approximately 50% and 67%, 
respectively, of the individual client level turnover in FY19 and FY22. 

Literature review 

The profitability of trading is largely dependent on the relationship between risk and 
reward. The Modern Portfolio Theory by Markowitz (1952) offers a framework for 
comprehending how diversification can lower risk and increase profits. The management of 
this trade-off by individual traders is still being studied in recent studies. Studies on the 
subject, such the one conducted in 2004 by Brunnermeier and Nagel, examine the effects of 
stop-loss and take-profit levels on trading results. These tactics are essential for 
safeguarding advantages and controlling possible losses. Black (1972) demonstrated how 
using leverage in trading might increase both gains and losses. The literature on margin 
trading emphasizes how crucial it is to be aware of the risks and keep enough cash on hand 
to weather volatile markets.  

According to Fama's (1970) Efficient Market Hypothesis, asset prices accurately reflect all 
available data. This implies that market efficiency may make it challenging for individual 
traders to consistently outperform. Research on arbitrage, such that done by Ross (1976), 
explains how differences in market prices can lead to profitable opportunities. It is 
important for individual traders to be aware of these opportunities and the hazards 
involved. A vital field of research is how rules influence trading activities. Pritchard (2003) 
and other authors works examine the effects of legislative changes on trading tactics and 
market dynamics.Trade practices ethical ramifications are being examined more closely. 
The impact of unethical activity on market integrity and the significance of upholding 
ethical standards in trading are covered in research by Choi (2005). 

Methodology 

In order to analyse the net profit/ loss of individual traders dealing in equity F&O segment, 
data has been collated from top 10 brokers with respect to realized net trading profit/loss, 
transaction cost, number of transactions carried out during the analysis period, various 
demographic parameters which includes age, gender, and city. Further, most of the data 
fields have been divided into sub-categories as mentioned in the Table 1 below, in order to 
have a holistic as well as an in-depth view of the P&L of individual traders across different 
categories. 

Sl. 
No. 

DataFields/ 
Parameters 

Sub-category 

1 Product Category IndexOptions,StockOptions, Index Futures,Stock
Futures 

2 Age <20,20-30,30-40, 40-50,50-60,>60 (years) 
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3 Gender Male/Female 

4 City TierI,TierII,Tier III* 

 

Table1: Description of Data fields 

This subsection contains the product-wise analytic observations for the cohort of the active 
trimmed distribution across different attributes (age, gender, and city).  

 AllIndividual 
Traders 

ActiveIndividual 
Traders 

Non-active 
IndividualTrade
rs 

Active Trimmed 
IndividualTraders 

 FY19 FY22 FY19 FY22 FY19 FY22 FY19 FY22 

Total number 
of 
individualtrad
ers 

(sample) 

7,06,7
57 

45,24,8
41 

6,17,6
52 

39,76,4
19 

89,1
05 

5,48,4
22 

5,55,8
86 

35,78,7
77 

%oftotal 100% 100% 87% 88% 13% 12% 79% 79% 

%ofLossmaker
s 

duringtheyear 

85% 89% 87% 90% 76% 83% 91% 94% 

% of Profit 
makersduring
the 

year 

15% 11% 13% 10% 24% 17% 9% 6% 

 

Table 2: Individual Traders Participation in Equity F&O Segment. 

 

Major observations, if any, for the entire group of individual merchants have also been 
noted. The largest average loss across all products for loss makers in FY22 was Rs. 2.1 
lakh in stock futures, while the second-highest amount was Rs. 0.96 lakh in index futures. 
Additionally, during FY22, the average loss incurred by loss makers in stock options and 
index options was Rs. 0.66 lakh and Rs. 0.77 lakh, respectively. Stock futures generated the 
largest average profit for profit makers (Rs. 2.4 lakh), with index options coming in second 
(Rs. 0.92 lakh). While 17% of individual index option traders made money in FY19, just 
11% did so in FY22. Nevertheless, profit makers' average profit increased by 63% in FY22 
compared to FY19. The number of individual stock and index option traders increased by 
approximately 5 and 8 times, respectively, in FY22 compared to FY19. The percentage of 
individual traders who had lost money throughout the two years was noticeably larger than 
the percentage of traders who had made money in every product category.  
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100% 

80% 

60% 

40% 

20% 

85% 89% 87% 90% 
76% 

83% 
91% 94% 

All Individuals Active Non-
active 

ActiveTrimmed 

FY19
 FY2

During FY22, 89% and 82% of the individual traders who traded in index options and  
stock options respectively, incurred losses. The percentage was even higher at 92% and 
85% respectively, for individual traders belonging to active trimmed distribution.  Further, 
74% and 67% of the individual traders who traded in index futures and stock futures 
respectively lost money during FY22, down from 79% and 80% respectively during FY19.  
Percentage of loss makers who traded in index options and stock options went up during  
FY22 over FY19. 

 

Fig 1: Percentage of Loss Makers 

Results and discussions 

88% of the sample's unique individual traders were active traders, with a total of 45.2 lakhs 
trading in the equities F&O segment in FY22 compared to 7.1 lakhs in FY19 (a notable rise 
of over 500% from FY19 to FY22). 9 out of 10 individual traders in the equities F&O 
category, or 89% of them, experienced losses in FY22 compared to 87% in FY19. In FY22, 
the percentage increased to 90% for active traders and to 94% when the outliers were 
removed from the active individual traders group (active trimmed). While it was up from 
76% in FY19, the percentage of loss makers for inactive individual traders was slightly 
lower in FY22 at 83%.  

 ActiveTrimmed 

 FY19 FY22 

AverageP&L -81,608 -56,758 

MedianP&L -30,576 -21,768 

25thpercentileP&L -1,01,563 -69,489 

%ofindividualtradersmadeloss 91% 94% 

%ofindividualtradersmadeprofit 9% 6% 

Averageprofitmadebyprofit makers 8,347 3,365 

Averagelossmadebylossmakers -90,691 -60,314 

Averagenettradingprofitmadebyprofitma
kers 

15,989 7,030 
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Averagenettradinglossmadebyloss 
makers 

-68,469 -46,969 

 

Table 3: Summary Statistics of P&L of Active Individual Traders (excluding Outliers) 

 

 

 

 

 

 

 

 

Fig 3: Average P&L across city groups in FY22 (Active trimmed) 

 

For both FY19 and FY22, the average profit made by female entrepreneurs and the average 
loss suffered by female entrepreneurs were higher than those of their male counterparts. 
Female loss makers lost an average of Rs. 1.3 lakhs in FY22 as opposed to an average of 
Rs. 1.9 lakhs in FY19. Comparably, the average loss incurred by male loss makers in FY22 
was Rs. 1.1 lakhs, as opposed to Rs. 1.7 lakhs in FY19. 

Conclusion 

The correlation between Portfolio net trading P&L and net trading P&L made in the equity 
F&O segment was 0.84 in FY19 and 0.80 in FY22, based on a sample of 36.7 lakh 
individual traders in the equity F&O segment (and 4.9 lakh individual traders in FY19). In 
the cash and stock F&O segments, the correlation between the net trading P&L suffered by 
individual traders was -0.07 in FY22 and 0.06 in FY19. In comparison to FY19, when the 
range was 27% to 31%, profit makers in age groups older than 30 showed a falling trend in 
TC as a percentage of net trading profit during FY22 (ranging from 25% to 26%). In terms 
of proportion of net trading profit during the two years, the youngest group of profit 
producers spent the least amount of TC. 
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Abstract 

Efficient machine learning techniques that need substantial equipment and power usage in 

their computation phase are computational models. Stochastic computation has indeed been 

added and the solution is a compromise between the ability of the project and information 

systems and organizations to introduce computational models. Technical specifications and 

energy costs are greatly diminished in Stochastic Computing by marginally compromising 

the precision of inference and calculation pace. However, Sc Neural Network models' 

efficiency has also been greatly enhanced with recent advances in SC technologies, making 

it equivalent to standard relational structures and fewer equipment types. Developers start 

with both the layout of a rudimentary SC nerve cell throughout this essay and instead study 

different kinds of SC machine learning, including word embedding, reinforcement 

learning, convolutionary genetic algorithms, and reinforcement learning. Consequently, 

rapid developments in SC architectures that further enhance machine learning's device 

speed and reliability are addressed. Both for practice and prediction methods, the 

generalized statement, and simplicity of SC Machine Learning are demonstrated. After this, 

concerning conditional alternatives, the strengths and drawbacks of SC Machine learning 

are addressed. 

 

Keywords: Deep neural network, SC, VLSI, FPGA, Computing 

 

1. Introduction: 
 
In several cognitive computing implementations, including identifying function abstraction 

and device control, neural networks are generally used. For neural network models, their 

nonlinear features, modular setup capacity, and self-adaptability make them handy. 

Previously, by replicating certain nervous system processes, algorithms were influenced 

and constructed to execute certain activities or activities of concern.  
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As a massively parallel machine composed of basic processors like cells, a NN is normally 

introduced. It represents the human mind, so with a training period it acquires information 

and stores the awareness in substrate weighs correlated only with interneuron relations. 

Several types of biological systems are based on numerous architectures and supervised 

learning. A system model is a type of artificial neural network in which many sheets with 

neurons interface. An MLP, such as thebackpropagation method, facilitates 

gradientdescent-based classification feature selection. It could be used for the description 

of distinct and separate trends that are non-linear.  

 

A deep convolutional neural network between processing layers is commonly composed of 

far more least differential equation structures. As either an illustration, the output of an 

MLP is enhanced significantly by a multi-layer perceptron. A Multi-layer perceptron can 

conduct semi-supervised learning and find solutions such as recognizing image detection 

expression and recognizing speech signals when using a quick bloated neural network.  

 

Convolutionary algorithms prove more effective in image representation than many other 

biological systems and greatly minimize the storage needed to store level masses using 

mass transfer and fundamental elements. Machine Learning algorithms, such as computer 

vision, are commonly used to solve moment issues.  

 

The long-term selective memory framework was implemented and is now one of the more 

commonly utilized neural net frameworks to increase the performance of RNNs, the long-

term selective memory framework was implemented and is now one of the more 

commonly utilized neural net frameworks. Empower of Machine Learning provide the 

benefits of an intrinsically great standard of concurrency and rapid processing speed 

relative to multiple processors. 

 

Thankfully, since NNs can involve lots of neuronal in a thin layer, complicated hardware is 

needed, resulting in thousands of variables that need to be modified to reach great 

precision. Although a large Genetic algorithm may effectively overfit the sample size, 

many methods have been developed to address the overfitting and weight noise.  
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The trigger feature or sheet masses jump directly to these approaches. Broad network 

protocols achieve better precision compared to small channels when using these 

approaches. NNs have taken this approach in FPGA multicore processors, but these 

architectures' power generation usage remains strong in integrated devices. Unlike 

traditional binary circuitry, a dynamical programming function utilizes a limited hardware 

complexity with ease of fabrication numerical and weak trialability.  

 

It affects the amount of certain simple arithmetic loops, such as transistors, allocations, and 

subtractors. Linear state machine computers will incorporate the sigmoid equation, for 

instance, the multi-layer perceptron and longitudinal function. Such architectures enable 

SC Algorithms to be deployed at a substantially lower hardware complexity by marginally 

compromising computing precision. 

 

Furthermore, SC encodes measured principles using deterministic series. It thus adds 

nonlinear dynamics into the SC Machine learning and, thus, noise can theoretically be used 

to solve the computational burden to increase precision in the estimation. Because of the 

long-scale factor and the substantial majority of stochastic organizations needed throughout 

the loop, it is difficult for SC Neural nets to attain reduced processing latency and power 

consumption relative to traditional architectures.  

 

Many advanced SC processing approaches have been suggested to cut down the chain's 

amount, thereby enhancing consistency and energy consumption to address this obstacle. 

Such projects concentrate on developing and reusing randomization producers to 

accomplish improved performance and energy conservation. Than other differential 

architectures, these modern approaches make SC Computer programs efficient in both 

computer reliability and systems operating. 

 

As functional components, NNs comprises nerves. It is known that now the brain has about 

a billion neuronal. The neuronal's animal cell generates input data from synapses attached 

to other nodes' regulated cholinergic synapses. As a sequence of intense intensity variations 

defined as pulses, the impulses are translated and coded and instead transmitted along the 

axon to many other receptors.  
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A normal cell arrangement of the visual cortex. The development of new neural 

associations amongst nerves and the replacement of old neural connections, all leading to 

improvements in the design and dimensions of the algorithm, has been designed to respond 

to the external environment through different components. The neuronal in a NN is meant 

as a knowledge processing system dependent on the phenotypic expression and is used as 

the major resource of a neuron's node structure shown below. 

Many SC neuronal have the same form, an essential unit of deep learning; it uses an array 

of SNGs, an integer circuit for SC, but an approximation of likelihood. The SC arithmetic 

network performs the purpose of a cell. Multiplication, full adder, and stimulation circuits 

can indeed be introduced according to the brain. Such algebra correlations are needed for 

estimation in specific computationsand can be applied by various SC designers as stated in 

the rest of this article. An algorithmic series is converted back into a hash number by the 

PE.  

A potential to transform entity circuit can be used to execute it. This model compared the 

possibilities stored and in time step with the series produced. When the probabilities 

embedded throughout the original signal are greater, the magnitude in the out-of-counter is 

reduced and likewise until that frequency is provided. The magnitude of the out-of-tracker 

is the same after unification and is called an approximation of the original signal's 

likelihood. 

 

 

 

 

 

 

 

 

 

Figure 1: structure of a neuron 

Furthermore, for the preprocessing step, the BP elements are required. The implementation 

of integer SC loops and for BP to MLPs shows that it is possible to execute the BP loop 

utilizing subtractors or thresholds. That BP process is implemented in the BP modules in 

five processes: calculating the negatively affected in the hidden layers. After this, the 
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into account in the application. Two feedback signals from the properly sized configuration 

tool are needed to show whether the properly sized stock has risen or reduced. 

Furthermore,  to decode differential signaling in the calculation,  it comprises three 

stochasticsequences. The SC BP loops are suggested to optimize the pipeline network and 

extend the computational set. The estimation is centered on enhanced stochastic logic, and 

the binary interpretation includes the quantities embedded in the strings. The ESL uses 

greater osmotic strings to reflect the quality and expand the SCC computing distance. 

 

2. Proposed Method: 
 
 

While different SC groups are indicated, country SC-D Computer program design 

elements' precision is still not adequate, using many SC pattern lengths. The suggested 

SCDNN will use incredibly limited series lengths and, whereas, retain high accuracy in 

computation. Figure 2 demonstrates the research SC neuron framework to accomplish that 

goal, which involves increasing cause and effect relationship percentage and the high 

precision indicated by the duration integrative framework. The CI-multiplier is implied, 

based on the past debate. In SC-DNN, the weight and the contribution from either the 

preceding stage are typically two multiplication types. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: SC-based Neural Network 
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A is a weight-generated unanimously DSC series, and the composition of B is unspecified, and 

that is the contribution from either the subsequent sheet. We replay the '1's throughout B to just 

the end with A and skip the remaining pieces to get all the correct outcomes. However, since A 

is spread evenly owing to its unique DSC generation process, the output is more reliable than 

among RSC. A monitor that only increases when another successful-based are '1's is used to 

accomplish the reaching.  

The DSC differential to the dynamical transformer or the AND vector is paired with this 

indicated SC vector at an additional expense of just an activated signal. Throughout the range 

from 0 and 1, three SC strings are randomized, and the standard duplication result C and the 

converters multiply result E are indeed tail on the right results.  

The means error rate of the planned SC slider, identified as our new framework is plotting 

along with many other conventional types of multiplication, has the same efficiency and 

outstrips RSC. Notice that perhaps the k-bit corrected multiplication for a reasonable contrast 

has the same accuracy as the 2k duration SC multiplications. Then again, our proposed 

architecture still performs better among SC multiplication when thresholds were rippled. 

 

 

 

 

 

 

 

 

Figure 3: The proposed CI multiplier which combines the multiplication 

In summary, irrespective of the comparison state, the suggested SC multiplication will produce 

the highest efficiency, thereby significantly increasing the energy performance of SC-DNN In 

DNN. The artificial neuron dramatically increased the efficiency ReLU is the most widely 

utilized one proposed ci multiplication as shown above fig 3. SC clipping earlier-ReLU is 

centered on the computer of the definite system.  

However, that better FSM condition amount is difficult to calculate, so tremendous precision 

losses are added. A high-precision clipping ReLU feature centered on capacitors rather than 

FSM is suggested in this section. The subtractor decreases Y's contribution from variable X in 

the loop, and the discrepancy is collected more by the multiplier. That performance part being, 

whereas,identified by the total symbol.  
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Numerically, it could be proven that perhaps the track's feature is trimmed as follows and that 

items in sequences X or Y are believed to be distinct and standard errors, and as per the size of 

the population. Consequently, the average member state of the template is supposed to be 

equal. 

3. Results and Discussion:  

The two control approaches minimize the shelled by increasing the accuracy of the computing 

units above. A width method is highlighted in this paper to minimize the maximum duration 

while using various creatively varying sizes for different pictures. However, since the wearable 

device would also not be influenced by growing the SC shelled, it inspires us to use universal 

primers duration for both the convenient object and system known duration for both the 

difficult picture to minimize the overall lifespan.  

The comparison of a Proposed method on vertex 7 is shown in table 1. Aperture is candidate 

SC series sizes of small and large stores the equivalent limit with each duration determines 

whether the information helped to be recertified. First of all, the NN based on Lam checks the 

feature vector with both the curve Len size picked. The picture is determined to be quick, and 

the outcome is approved if the maximum performance Outmax is closer to the theoretical curve 

seventh. On the opposite, for longer distances, the picture is checked once. 

 

Table 1: Comparison of the Proposed method on Virtex 7 

 DESCRIPTION PROPOSED EXISTING 

  
AREA 
(LUTS)    

101
234   

1013
002  

 LATENCY (   ) 1.705  1.705  

 
THROUGHPUT 

(MBPS)   

3
8
2
6   

3
8
2
2  
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Figure 4: Cascaded multipliers 

The sequential cells have also been synthesized for the full DNN stochastic architecture. This 

architecture possesses a combo impact in power dissipation regarding a pre-published ASIC 

design in a 45nm technical node. The architecture synthesized in the TSMC 40nm comprises 

approximately 2.2 mm2, which ensures that they provide an 18x benefit faster by using a 

comparable technical node, which is shown in fig 4.  

The portable integration of the maximum feature and data augmentation process by accurately 

leveraging the signal associations is the key reason for achieving know the real.They combined 

it or the design to be implemented using a relatively small amount of completely non-

organizations. 

4. Conclusion 
 
Throughout the stochastic domain, Intrinsic SC makes the device execution of finesse systems 

possible and enables calculations to be done with streams of various lengths that can increase 

device efficiency. Utilizing additive SC, an appropriate stochastic application of a DBN is 

suggested. Both findings of the analysis and deployment show that perhaps the suggested 

technique decreases the region's occupancy by up to 6%, and the lag equals state-of-the-art. 

They also found it using a greater coverage area with a higher classification performance and 

decreasing the recognition systems to reach the same misclassified error rate as conditional 

radix design.  

The proposed framework uses less power than its double logarithm equivalent. The fabrication 

process will also save energy usage by using relatively non-architecture concerning the 

conditional lambda implementations while losing efficiency. Stochastic computation is a model 

approach for applying machine learning techniques in edge computing hardware due to the 

benefits of small areas and low energy usage.  
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Nevertheless, numerous obstacles are also encountered in the search to produce positive 

outcomes. Developers propose an effective decreased structure in this article to deal with either 

the high area absorbed by computer programs, the resolution loss caused by signal comparison, 

and the integration of the probabilistic clinical significance. A completely convolutionary 

neural layer is built in a single FPGA chip for the first time, producing improved performance 

outcomes compared to the conventional sequence of binary architectures, demonstrating the 

architect's compression ratios by leveraging the connection characteristics of dynamical inputs. 
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Abstract  

With its anticipated improvements in speed, capacity, and latency, 5G is shaping up to be a 

game-changer for wireless cellular networks. It is anticipated to bring about a significant 

transformation in key industries and overall economies, and it has been 

Security remains a major worry, despite 5G service providers' assurances of data availability, 

confidentiality, and integrity. This article offers a comprehensive overview of 5G security by 

discussing the benefits of 5G networks, the ris

yourself from such threats, the security services that 5G networks can give, and the difficulties 

that come with 5G security. In addition, we have included a case study to illustrate 5G's 

capabilities. All parties involved in the 5G network, including academics, service providers, 

and end users, will benefit from this survey's rapid enlightenment.

 

1. INTRODUCTION  

With the passing of each generation, wireless communication (WC) becomes closer and closer 

to its ultimate goal of offering dependable, high

traditional communication. Thanks to its dense base station (BS) deployment, improved 

quality, extremely low latency, and higher capacity, 5G offers a significant advance over

earlier generations in this area, allowing for incredibly high frequency and coverage [1, 2]. 

Reports indicate that 5G public

that with enhanced privacy, service delivery times could drop from

average. 5G aims to create a digital world where people may receive high

the use of diverse technologies. This is illustrated in Figure 1, which cites references [3, 4].
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With its anticipated improvements in speed, capacity, and latency, 5G is shaping up to be a 

changer for wireless cellular networks. It is anticipated to bring about a significant 

transformation in key industries and overall economies, and it has been 

Security remains a major worry, despite 5G service providers' assurances of data availability, 

confidentiality, and integrity. This article offers a comprehensive overview of 5G security by 

discussing the benefits of 5G networks, the risks that can affect them, the ways to protect 

yourself from such threats, the security services that 5G networks can give, and the difficulties 

that come with 5G security. In addition, we have included a case study to illustrate 5G's 

es involved in the 5G network, including academics, service providers, 

and end users, will benefit from this survey's rapid enlightenment. 

With the passing of each generation, wireless communication (WC) becomes closer and closer 

ltimate goal of offering dependable, high-quality connection on par with that of 

traditional communication. Thanks to its dense base station (BS) deployment, improved 

quality, extremely low latency, and higher capacity, 5G offers a significant advance over

earlier generations in this area, allowing for incredibly high frequency and coverage [1, 2]. 

Reports indicate that 5G public-private partnerships might connect seven trillion devices, and 

that with enhanced privacy, service delivery times could drop from 90 hours to 90 minutes on 

average. 5G aims to create a digital world where people may receive high

the use of diverse technologies. This is illustrated in Figure 1, which cites references [3, 4].
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traditional communication. Thanks to its dense base station (BS) deployment, improved 
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earlier generations in this area, allowing for incredibly high frequency and coverage [1, 2]. 

private partnerships might connect seven trillion devices, and 

90 hours to 90 minutes on 

average. 5G aims to create a digital world where people may receive high-quality services via 

the use of diverse technologies. This is illustrated in Figure 1, which cites references [3, 4]. 



The advent of 5G technology has th

Figure.2 shows that several big businesses would benefit from 5G. These include healthcare, 

logistics, manufacturing, agriculture, banking, government, media, and retail. Many sectors 

will feel the effects of the 5G revolution, but healthcare may be the most strongly affected. A 

key component in this is the network's ability to provide smart device healthcare services in 

unserved regions, along with data analytics, real

electronics, and other similar technologies. 5G will change the logistics and transportation 

industry in countless ways, including making freight and transit faster, reducing pollution and 

fuel use, and enabling communication between vehicles. 

bandwidth will allow manufacturers to connect with remote personnel, observe machinery in 

real-time, and improve production standards. I think 5G would have the most impact on 

manufacturing. [6] Thanks to 5G's ability to addres

facilitate smart farming, the agricultural sector stands to benefit. With 5G, the financial 

services industry is expected to witness significant changes. The new network will enhance 

back-end operations, accelerate se

companies with more consumer data. Many believe that 5G would completely transform the 

public sector by providing smarter infrastructure, constant public communication, and cutting

edge technology for government employees. Many believe that 5G will significantly enhance 

communications due to its reduced latency and faster transmission speeds. Using 5G's 

lightning-fast speeds, staying in touch will be a snap. That being said, a speedy response is 

certainly doable with minimal lag. Last but not least, it's important to remember that retailers 

have a lot to gain from 5G. Everything points to the necessity of 5G and the good effects it 

will have on nearly every part of life through improving connectivity. 

solutions and architecture are essential. To ensure that 5G networks remain secure and users' 
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The advent of 5G technology has the potential to benefit nearly every industry and business. 

Figure.2 shows that several big businesses would benefit from 5G. These include healthcare, 

logistics, manufacturing, agriculture, banking, government, media, and retail. Many sectors 

effects of the 5G revolution, but healthcare may be the most strongly affected. A 

key component in this is the network's ability to provide smart device healthcare services in 

unserved regions, along with data analytics, real-time patient monitoring throu

electronics, and other similar technologies. 5G will change the logistics and transportation 

industry in countless ways, including making freight and transit faster, reducing pollution and 

fuel use, and enabling communication between vehicles. Reduced latency and improved 

bandwidth will allow manufacturers to connect with remote personnel, observe machinery in 

time, and improve production standards. I think 5G would have the most impact on 

manufacturing. [6] Thanks to 5G's ability to address climate change, increase yields, and 

facilitate smart farming, the agricultural sector stands to benefit. With 5G, the financial 

services industry is expected to witness significant changes. The new network will enhance 

end operations, accelerate service delivery, enhance mobile payment apps, and provide 
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will have on nearly every part of life through improving connectivity. However, secure 

solutions and architecture are essential. To ensure that 5G networks remain secure and users' 



comparison to NGMN. This includes things like signaling storms, flash network traffic, 

roaming security, radio interface security, and Denial of service (DoS) attacks on 

infrastructure and end-user devices [10,

network privacy and security, it is crucial to synthesise important security challenges, 

obstacles, and chances to guarantee that 5G researchers and practitioners correctly understand 

the problem. In order to accomplish this, this article provides a comprehensive explanation of 

5G. The remaining part of the opus is divided into four parts. 5.G networks and present and 

future research problems are discussed in Section 2's literature review on 5G. 5G will be 

covered in Section 3. Section 4 will wrap up the paper, and Section 5 will offer ideas for how 

to proceed with the research. The full paper pattern may be shown in Figure 4.
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security risks to 5G and how to counter them, the security services that 5G network providers 

give, and the difficulties that come with them.
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The imminent 5G network revolution in 

opportunities. Benefits offered by 5G service providers to their customers include:referenced 

in [7,12–15]. Current cellular networks may soon reach capacity limits because of the 

exponential rise of cellular phone

extraordinarily fast speeds, reduced latency, and more capacity, 5G is poised to solve this 

problem. Vital economic areas like healthcare, education, power, transportation, and logistics 

will all function as expected. Being able to link all devices on Earth, 5G will pave the way for 

a global digital economy. It will make it easier to pursue employment, social assistance, and 

other economic possibilities. It will benefit communities of color because it

speed internet accessible and inexpensive for people everywhere. 

 

2.2 Security Threats to 5G Networks and How to Counter Them 

There are a lot of factors contributing to the current interest in 5G. Safety is a big concern, 

though. Though 5G network companies strive for consumer safety and speed data delivery, 

security breaches sometimes occur. Our goal in this article is to assist 5G practitioners by 

describing typical security threats and providing solutions to these problems. 

 

2.3 Surveillance Technologies and Traffic Analysis 

 

As a form of passive attack, an intruder tries to catch a message in transit by stealing it from 

its intended recipients without breaking established channels of communication. A covert 

attack is hard to spot beca

eavesdropping by taking measures including increasing public knowledge of the problem, 

using robust encryption, regulating network access, branching networks, and strengthening 

physical security. The data is encrypted, so the passive attackers can't access it. On the 

contrary, they analyze traffic patterns in an effort to intercept identifiers and pinpoint their 

position. Scientists are now interested in PLS analysis as a tool to fight eavesdro

17]. The eavesdropping attack is shown in Figure 5. 
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The imminent 5G network revolution in mobile broadband will launch new consumer 

opportunities. Benefits offered by 5G service providers to their customers include:referenced 

15]. Current cellular networks may soon reach capacity limits because of the 

exponential rise of cellular phone users and data-intensive apps. Thanks to its promise of 

extraordinarily fast speeds, reduced latency, and more capacity, 5G is poised to solve this 

problem. Vital economic areas like healthcare, education, power, transportation, and logistics 

ction as expected. Being able to link all devices on Earth, 5G will pave the way for 

a global digital economy. It will make it easier to pursue employment, social assistance, and 

other economic possibilities. It will benefit communities of color because it

speed internet accessible and inexpensive for people everywhere.  

2.2 Security Threats to 5G Networks and How to Counter Them  

There are a lot of factors contributing to the current interest in 5G. Safety is a big concern, 

G network companies strive for consumer safety and speed data delivery, 

security breaches sometimes occur. Our goal in this article is to assist 5G practitioners by 

describing typical security threats and providing solutions to these problems. 
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its intended recipients without breaking established channels of communication. A covert 

attack is hard to spot because of how it moves. It is possible to lessen the likelihood of 

eavesdropping by taking measures including increasing public knowledge of the problem, 

using robust encryption, regulating network access, branching networks, and strengthening 
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contrary, they analyze traffic patterns in an effort to intercept identifiers and pinpoint their 

position. Scientists are now interested in PLS analysis as a tool to fight eavesdro
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Jamming, in contrast to traffic analysis and eavesdropping, entirely disrupts communication 

between authorized users. It blocks legitimate users from intentionally interferi

resources using harmful malware. Using anti

technique (SST), and the random key distribution approach can avoid jamming attacks [16, 

17]. Figure 6  and 7 illustrates how the jamming assault oper

 

 

 

2.6  MITM 

 

A man-in-the-middle (MITM) attack, which is present in both 4G and 5G networks, allows an 

attacker to control a communication channel between two authorized users and intercept 

messages as the attacker chooses. Information 

jeopardized by this sort of active attack. Mutual authentication, data encryption, intrusion 

detection systems, security services in 5G networks, staff training, and base stations can all 

help to prevent this type of assault [16, 18]. Figure 8 illustrates MITM in further detail.
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New security requirements and services are brought about by the newest technology, new 

infrastructure, new architecture, and 5G use cases. Here we'll take a quick look at the main 5G 

network security services. 

 

3. DISCUSSION  

 

Worldwide, network providers are attempting to transition to 5G. In comparison to 4G, 5G 

offers significant improvements in data throughput, latency, capacity, bandwidth, and more. 

Nevertheless, a synthesis of 5G prospects and problems is necessary to educate the general 

public and 5G researchers and practitioners. In order to do this, we ran this poll, which sheds 

light on 5G's advantages, disadvantages, security services, and typical attacks on the 

technology, as well as ways to protect against them. In order to illustrate the differences and 

similarities between 5G and current networks, we have also included a case study of a cellular 

provider located in Spain. The case study demonstrates that compared to 4G and other current 

networks, 5G offers much superior data rate and latency. Unfortunately, the high price and 

limited availability of 5G-enabled devices mean that 5G is still not available everywhere. In 

the next years, 5G is projected to be supported by the majority of cellular devices, which will 

have a favorable influence on almost every significant area of life. In addition, the privacy of 

5G users is a major concern [21–23]. Smart Internet of Things (IoT) applications that rely on 

5G will also benefit from it [24–25]. This includes E-health apps, body area sensors apps, and 

more. Along with this expansion comes a rise in security and privacy concerns [26].  

 

4. CONCLUSION  

 

This article offers a comprehensive overview of 5G networks in order to provide a current 

image of the possibilities, threats, security services, and comparisons to current cellular 

networks. We go over some typical 5G network attacks and how to protect yourself against 

them. Finally, a case study is used to assess 5G performance, and the results are compared to 

previous research. 5G outperforms current networks in terms of data throughput and latency, 

according to the case study. 

 

5. FUTURE WORK  

 

Future plans call for expanding our poll to include additional real-time case studies to shed 

light on 5G's potential, difficulties, concerns, and major security threats, as well as mitigating 

strategies. 
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Abstract 

In medical practice, brain tumours are still difficult to identify early and diagnose accurately, 

which frequently results in postponed therapies and unfavourable patient outcomes. Promising 

approaches to improve brain tumour diagnosis, classification, and prognosis are provided by 

recent developments in machine learning (ML) technologies. With an emphasis on imaging 

data like MRI and CT scans, this study explores the use of machine learning approaches in 

brain tumour detection and management. The effectiveness of several machine learning 

methods, such as random forests, support vector machines, and deep learning, in automating 

tumour recognition, segmentation, and classification is investigated. Through the analysis of 

imaging features and clinical data, the study also assesses the ability of machine learning 

algorithms to forecast tumour growth and patient survival outcomes. Initial findings show that 

ML models can perform better than conventional. 

Keywords: Image segmentation, CNN, Augmentation, Image classification, MRI 

Introduction  

Because of their intricacy, unpredictable nature, and the brain's crucial position inside the 

body, brain tumours provide a serious medical problem. Improving patient outcomes requires 

early detection, precise diagnosis, and efficient treatment of brain tumours. Although they can 

be time-consuming and frequently require expert interpretation, traditional diagnostic 

techniques including MRI scans, CT scans, and histopathology examination have been 

employed extensively.  

Machine learning (ML) has become a potent instrument for enhancing medical diagnostics in 

recent years, especially in the area of brain tumour identification and categorisation. Machine 

learning models can help identify trends and anomalies that human specialists would overlook 

by using sophisticated algorithms that can learn from large datasets. These technologies have 

the potential to enhance the 

Ultimately, this research aims to contribute to the development of more efficient, reliable, and 

accessible tools for the diagnosis and treatment of brain tumors, improving patient care and 

clinicaloutcomes. 
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                Figure 1: A sample of MRI images from the brain tumor dataset 

Literature Review 
One important and difficult topic in medical imaging and diagnostics is brain tumors. In order 

to improve patient outcomes, researchers have worked to improve the early identification, 

diagnosis, and prognosis of brain tumors using advances in machine learning (ML). The 

present status of research on applying machine learning approaches for brain tumor detection, 

classification, and prediction from several imaging modalities is examined in this overview of 

the literature. 

 

1.Importance of Early Detection of Brain Tumors 
 

There are two types of brain tumours: malignant and benign. Because of their propensity to 

spread to neighbouring tissues and their quick growth, malignant tumours are especially 

deadly. A successful course of treatment depends on an early diagnosis. Imaging methods that 

provide comprehensive structural information, such as Computed Tomography (CT) scans and 

Magnetic Resonance Imaging (MRI), have historically been used to detect brain tumours. 

However, manually analysing these photos takes a lot of time, is prone to mistakes, and 

requires a lot of knowledge.  
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Over the past few years, medical imaging has advanced significantly thanks to machine 

learning (ML), which offers solutions for tasks like segmentation, classification, and 

prediction. Machine learning algorithms can help detect brain tumours, categorise them into 

several categories (such as gliomas, meningiomas, and pituitary tumours), and forecast patient 

outcomes. In brain tumour research, common machine learning techniques include: 

Supervised Learning: Using labelled training data, algorithms like Support Vector Machines 

(SVM), Random Forests (RF), and deep learning models are used to classify tumour images. 

Unsupervised Learning: Without first labelling the tumour locations, clustering techniques 

such as k-means are utilised to identify abnormalities in brain scans. Reinforcement Learning: 

Although less popular, techniques for reinforcement learning are being investigated for 

ongoing enhancements in the precision of tumour diagnosis. 

3. Deep Learning Models in Brain Tumor Detection 
 

Because it can learn complex characteristics from data without the need for manual feature 

extraction, deep learning—a subset of machine learning—has emerged as the most popular 

method in recent years. The ability of Convolutional Neural Networks (CNNs) to identify 

spatial hierarchies in image data has made them very effective in the analysis of medical 

images. CNNs have been used in numerous studies to automatically detect and segment 

tumours in MRI and CT scans,with impressive results. For instance, the VGGNet and ResNet 

designs have demonstrated remarkable efficacy in distinguishing between different types of 

brain tumours when applied to the classification of brain tumour images. Furthermore, the U-

Net design has become more and more popular for segmentation jobs since it makes it 

possible to precisely locate tumour regions. 

4. Data Preprocessing and Augmentation 
 

Effective preprocessing is crucial for improving the quality of input data since brain tumour 

images are complicated and vary widely. To increase the accuracy of machine learning 

models, methods including noise reduction, contrast enhancement, and normalisation are 

frequently employed. Moreover, data augmentation methods like rotation, flipping, and 

scaling are used to artificially increase the training dataset and enhance model generalisation 

because labelled datasets are scarce. 

5. Challenges in Brain Tumor Detection   

  

There are still a number of obstacles to overcome despite the encouraging developments in 

machine learning for brain tumour detection:  Data Imbalance: A higher percentage of normal 
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brain photos than tumour images is a common feature of tumour datasets. Model bias may 

result from this, making it possible for the algorithm to miss uncommon tumour types.  Inter- 

and Intra-patient Variability: Because of variables such tumour size, location, and patient-

specific traits, brain tumour pictures can differ greatly between patients. One of the biggest 

challenges is creating reliable models that generalise well across these variances. 

Interpretability of Models: Although deep learning models have a high degree of accuracy, 

they frequently operate as "black boxes," making it challenging for medical professionals to 

comprehend the decision-making process. In clinical contexts, this lack of interpretability may 

restrict adoption and confidence. 

6. Recent Research and Applications 
 

Numerous research have shown how machine learning can be used to detect and categorise 

brain tumours:  Bakas et al. (2017) achieved state-of-the-art results in the BRATS (Brain 

Tumour Segmentation) challenge by proposing a deep learning model for brain tumour 

segmentation on MRI data. Cai et al. (2020) investigated the automatic categorisation of brain 

tumours from MRI scans using a hybrid model that combines CNNs and recurrent neural 

networks (RNNs). Their model outperformed conventional techniques in terms of accuracy. In 

order to increase the accuracy of tumour classification and patient prognosis prediction, 

Gibson et al. (2022) concentrated on integrating multimodal data (such as MRI, CT, and 

genetic data) utilising ensemble learning techniques.  

7. Future Directions 
 

The detection of brain tumours using machine learning is still developing. Future research in a 

number of prospective areas includes:  Multimodal Imaging: Combining information from 

several imaging modalities (such as MRI, CT, and PET scans) might offer a more thorough 

understanding of brain tumours and possibly increase the precision of diagnosis. Transfer 

Learning: This technique can assist address data scarcity concerns, especially in specialised 

medical datasets, by applying previously trained models from one domain to brain tumour 

detection tasks.  Explainable AI (XAI): More attention is being paid to creating models that 

offer insights into decision-making processes in addition to precise forecasts. As a result, ML 

models will be more widely accepted and trusted in therapeutic contexts. Personalised 

Medicine: By improving machine learning models, individual patient predictions can be made. 

PROPOSED SYSTEM 

The accuracy and speed of detecting brain tumours using medical pictures (such as MRI and 

CT scans) could be greatly increased by a machine learning-based brain tumour detection and 
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diagnosis system. This system would handle and analyse medical data using sophisticated 

machine learning algorithms, especially deep learning. An outline of the possible structure of 

such a system is as follows: 

1. Data Collection and Preprocessing 

 Medical Imaging Data: Compile a sizable collection of brain scans (CT, MRI) that have been 

labelled with tumour classifications (e.g., tumour type, benign or malignant).  

Preprocessing of Data: Normalisation: Make the pixel/voxel data's intensity values consistent.  

 

Figure 2: Data pre processing 

 

 Image Augmentation: To decrease overfitting and boost dataset variability, apply 

modifications (rotation, zoom, flips).  Noise Removal: To eliminate artefacts from the photos, 

apply filtering strategies such as Gaussian filtering.  Segmentation: If necessary, separate the 

tumour from the surrounding brain tissues by segmenting regions of interest (ROIs) in the 

pictures. 

2. Feature Extraction 

Extract pertinent features from the pictures, like the following: o Texture features: Grey Level 

Co-occurrence Matrix (GLCM), Histogram of Orientated Gradients (HOG), etc.  

Shape features: Details on the tumor's size, shape, and boundaries.  Features based on 

intensity: average intensity, edge sharpness, and tumour contrast. Convolutional Neural 

Networks (CNNs), which are pre-trained deep learning models, could be utilised to 

automatically extract high-level features.  

3. Model Development 



Convolutional neural networks (CNNs) are one type of deep learning architecture that wor

very well for image categorisation tasks. They can be applied to classify brain tumours and 

automatically extract features.  Transfer Learning: To enhance performance, pretrained 

models that have been trained on sizable datasets, such as VGG16, ResNet, 

can be adjusted for the brain tumour dataset.  3D CNNs: These could be utilised to maintain 

spatial relationships in volumetric data, such as 3D MRI scans.  Multimodal Learning: 

Multimodal learning techniques can be used to integrate data 

reliable diagnosis if various imaging modalities (such as MRI, CT, and PET scans) are 

available.  

4. Tumor Classification

Supervised Learning: Make use of classification techniques like these: o CNN

Classifiers: For multi-class classification (various tumour types, benign versus malignant, or 

tumour against no tumour) or binary classification (tumour versus no tumour).  Support 

Vector Machines (SVM): These can be applied to classification in combination with extracted 

features.  

 End-to-End Deep Learning: A comprehensive model that generates classifications (such as 

benign, malignant, or particular tumour types) from raw medical pictures.

.                            

                                  Figure 3
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Convolutional neural networks (CNNs) are one type of deep learning architecture that wor

very well for image categorisation tasks. They can be applied to classify brain tumours and 

automatically extract features.  Transfer Learning: To enhance performance, pretrained 

models that have been trained on sizable datasets, such as VGG16, ResNet, 

can be adjusted for the brain tumour dataset.  3D CNNs: These could be utilised to maintain 

spatial relationships in volumetric data, such as 3D MRI scans.  Multimodal Learning: 

Multimodal learning techniques can be used to integrate data from several sources for a more 

reliable diagnosis if various imaging modalities (such as MRI, CT, and PET scans) are 

 

4. Tumor Classification 

Supervised Learning: Make use of classification techniques like these: o CNN

class classification (various tumour types, benign versus malignant, or 

tumour against no tumour) or binary classification (tumour versus no tumour).  Support 

Vector Machines (SVM): These can be applied to classification in combination with extracted 

End Deep Learning: A comprehensive model that generates classifications (such as 

benign, malignant, or particular tumour types) from raw medical pictures. 

Figure 3: Giloma, meningioma, pitutary, brain tumors

Convolutional neural networks (CNNs) are one type of deep learning architecture that works 

very well for image categorisation tasks. They can be applied to classify brain tumours and 

automatically extract features.  Transfer Learning: To enhance performance, pretrained 

models that have been trained on sizable datasets, such as VGG16, ResNet, or EfficientNet, 

can be adjusted for the brain tumour dataset.  3D CNNs: These could be utilised to maintain 

spatial relationships in volumetric data, such as 3D MRI scans.  Multimodal Learning: 

from several sources for a more 

reliable diagnosis if various imaging modalities (such as MRI, CT, and PET scans) are 

Supervised Learning: Make use of classification techniques like these: o CNN-based 

class classification (various tumour types, benign versus malignant, or 

tumour against no tumour) or binary classification (tumour versus no tumour).  Support 

Vector Machines (SVM): These can be applied to classification in combination with extracted 

End Deep Learning: A comprehensive model that generates classifications (such as 

 

meningioma, pitutary, brain tumors 
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 Semantic Segmentation: This technique uses deep learning models, such as Mask R-CNN or 

U-Net, to precisely identify tumour boundaries in brain scans. Voxel-based Segmentation: 

This method would yield a more accurate and thorough analysis for 3D data.  

6. Model Evaluation 

 Measures of Performance:  Accuracy: The proportion of accurate forecasts. F1-Score, 

Precision, and Recall: Particularly crucial for unbalanced datasets where one class (such as 

non-tumor) may predominate. AUC-ROC Curve: Assessing classification performance at 

various cutoff points. Dice Similarity Coefficient (DSC): Used to assess segmentation quality. 

Cross-validation: Evaluate the model's generalisability using methods such as k-fold cross-

validation.  

7. Deployment and Integration 

 Clinical Integration: By giving radiologists and other medical practitioners an easy-to-use 

interface, incorporate the system into clinical practice. This might involve automatically 

identifying possible tumours in medical photos and assisting with case prioritisation. Real-

time Prediction: The system might be used for clinical diagnosis in real-time, allowing 

physicians to quickly diagnose tumours by entering MRI or CT scans.  Cloud-based System: 

By implementing the system on the cloud, you can reduce the requirement for specialised 

local hardware and enable access from multiple healthcare facilities.  

8. Post-processing and Results Interpretation 

 Visualisation: Give doctors comprehensible results, like heatmaps (like Grad-CAM) or three-

dimensional tumour models, so they can make better decisions. Risk Assessment: Depending 

on the features of the tumour, the system may produce other outputs like the expected growth 

rate or the risk of malignancy. 

 

9. Continuous Improvement and Monitoring 

Model Retraining: To enhance performance, update the model frequently using fresh 

information and user input.  Data Security and Privacy: Make sure that sensitive medical data 

is handled securely and in accordance with laws like HIPAA.  

METHODOLOGIES 
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From data collection and preprocessing to model selection, training, evaluation, and 

deployment, a machine learning study on brain tumour detection usually consists of several 

important steps. An outline of the procedures that would be used in such a study is provided 

below: 

1. Problem Definition 

• Clearly state the issue: Automating the process of detecting and categorising brain tumours 

using medical images (such MRI scans) is the goal of machine learning-based brain tumour 

detection.  

• Identify which kinds of brain tumours require classification (e.g., classification into specific 

tumour categories, or benign vs. malignant). 

 

                       Figure 4: Fundamental Of Image Processing Steps 

2. Data Collection 

Dataset Acquisition: Acquire a sizable collection of medical pictures, such as CT scans and 

MRIs, that contain annotated examples of brain tumours. The dataset may come from 

specialised medical facilities, the Cancer Imaging Archive (TCIA), or open databases like 

Kaggle. Sources of Data: Images labelled by medical experts and related metadata, such as 

patient information, tumour kinds, and histopathology reports, may be included in the 

collection.  

3. Data Preprocessing 

 Image Preprocessing: To get the photos ready for analysis, follow these preprocessing       
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values. Denoising photos (artefact removal, for example). Data Augmentation: To improve the 

resilience of the model, use methods like rotation, flipping, or zooming to increase the 

diversity of training data. Segmentation (Optional): To separate the tumour area from the 

surrounding brain tissue in certain situations, image segmentation techniques (such 

thresholding or edge detection) may be used.  

4. Feature Extraction 

 Manual Feature Extraction (if applicable): Use conventional computer vision techniques to 

extract pertinent features from the images, such as texture, shape, and edge features. Although 

hybrid or classical machine learning models may employ this phase, deep learning-based 

approaches do not frequently use it.  Deep Learning Feature Extraction: To automatically 

extract features from unprocessed picture data, use convolutional neural networks (CNNs) or 

other deep learning models.  

5. Model Selection 

Conventional Machine Learning Models: Support Vector Machines (SVM), Random Forests, 

and K-Nearest Neighbours are examples of traditional machine learning methods that may be 

applied in specific situations. Typically, these techniques start with the extraction of features 

from photos.  Deep Learning Models: CNNs in particular have demonstrated great potential in 

the processing of medical images. Pre-trained models (such as Transfer Learning with models 

like InceptionV3 or EfficientNet) or architectures like VGGNet, ResNet, or U-Net (for 

segmentation) may be used. Hybrid Approaches: It is also possible to investigate combining 

deep learning and conventional machine learning, for example, by employing deep networks 

for feature extraction and then classical classifiers.  

6. Model Training 

Divide the dataset into sets for testing, validation, and training (usually 15% for testing, 70% 

for training, and 15% for validation).  Use the training dataset to train the chosen model. 

Techniques like the Adam optimiser or stochastic gradient descent (SGD) will be employed if 

deep learning is being used.  To maximise the model's performance, cross-validation on the 

training set can be used for hyperparameter adjustment.  

7. Model Evaluation 

Use a variety of metrics to assess the model's performance, including:  Accuracy: The 

percentage of photos that are correctly classified.  Precision: The percentage of all positive 
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predictions that are actually positive detections.  Recall (Sensitivity): The percentage of real 

positive cases that are true positive detectionsWhen the dataset is unbalanced, the F1 Score—

the harmonic mean of precision and recall—can be helpful. A graphical depiction of the trade-

off between sensitivity and specificity is the ROC-AUC curve.  To guarantee generalisability, 

think about evaluating the model on different test datasets. 

8. Model Deployment 

 Integration: The model can be included into a clinical setting for real-time tumour 

identification when it has been effectively trained and assessed. This can entail creating a 

clinician-friendly user interface or incorporating the model into a suite of medical imaging 

tools.  Deployment Platforms: To help physicians in remote locations, the model may be 

implemented in mobile apps or on local servers or the cloud for real-time forecasts. 

Regulatory Considerations: The model may require regulatory approvals, such as those from 

the FDA for medical devices, in a real-world clinical context.  

9. Conclusion and Future Work 

Provide a summary of the study's conclusions, including how well machine learning models 

detect brain tumours in comparison to more conventional techniques.  Talk about difficulties 

encountered, such as poor data quality, unequal class distribution, or problems with 

interpretability. Make recommendations for future study topics, such as the utilisation of 

multi-modal data (for example, merging genetic information with MRI scans) or 

enhancements to the robustness and equity of the model.  

10. Ethical Considerations 

Assure the ethical and anonymised use of patient data. Take care of any potential biases in the 

model, particularly if the training data is not representative of a variety of groups or is not 

balanced. This methodology takes into account real-world deployment issues while 

guaranteeing that the machine learning process for brain tumour detection is both ethical and 

successful.  

Results and Discussions 

The results of the study on machine learning-based brain tumour identification are shown in 

this part, along with a discussion of their implications. To achieve high accuracy, precision, 

and reliability in tumour identification, the study used a variety of machine learning 

algorithms and approaches. 



1. Performance Evaluation of Machine Learning Models

Several machine learning algorithms were evaluated for the task of brain tumor detection, 

including but not limited to:

 Support Vector Machine (SVM)

 Random Forest 

 K-Nearest Neighbors (KNN)

 Convolutional Neural Networks (CNNs)

 Artificial Neural Networks (ANNs)

Each model's performance was assessed based on standard evaluation metrics like accuracy, 

precision, recall, F1-score, and area under the receiver 

Results 

When the model is applied to the testing data set for 10 epochs, a validation accuracy 

of 82.86% is obtained and the validation loss is also less.

 

 

 
As seen in figure 5, when the model 

obtained but once applied to the testing set, the loss gradually decreases with the increasing 

number of epochs. 
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Performance Evaluation of Machine Learning Models 

Several machine learning algorithms were evaluated for the task of brain tumor detection, 

including but not limited to: 

Support Vector Machine (SVM) 

Nearest Neighbors (KNN) 

Convolutional Neural Networks (CNNs) 

Artificial Neural Networks (ANNs) 

Each model's performance was assessed based on standard evaluation metrics like accuracy, 

score, and area under the receiver operating characteristic (ROC) curve.

When the model is applied to the testing data set for 10 epochs, a validation accuracy 

of 82.86% is obtained and the validation loss is also less. 

Figure 5. Model loss 

 

As seen in figure 5, when the model is applied to the validation, then a high loss is 

obtained but once applied to the testing set, the loss gradually decreases with the increasing 

Several machine learning algorithms were evaluated for the task of brain tumor detection, 

Each model's performance was assessed based on standard evaluation metrics like accuracy, 

operating characteristic (ROC) curve. 

When the model is applied to the testing data set for 10 epochs, a validation accuracy 

is applied to the validation, then a high loss is 

obtained but once applied to the testing set, the loss gradually decreases with the increasing 
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Figure 6. Model accuracy 

 
The accuracy of the convolutional neural network model achieved after applying it to 

the testing set was 97.79%. with a very minimal loss with increasing epochs. The difference 

in model accuracy can be seen between the validation dataset and the training dataset in 

shown Figure 6. 
 

Figure  7. Experimental results 

 
By the use of figure 7, it can be confirmed that the accuracy increases with the 

increase in the number of epochs and there is a decrease in loss of the testing set. 

 

When it came to identifying brain tumours from medical imaging, particularly MRI scans, 

Convolutional Neural Networks (CNNs) had the best sensitivity and accuracy. With a high 

recall of 89% and an accuracy of 92%, the CNN models successfully detected the majority of 

true positives. While still performing well, Support Vector Machines (SVM) were marginally 

less effective than CNNs. Its precision rate was 83% and its accuracy was 85%. Although this 
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especially successful in differentiating benign from malignant tumours.  Random Forest 

demonstrated a strong performance in both tumour detection and classification tests, with an 

accuracy of 87%.  

 In comparison to the other algorithms, K-Nearest Neighbours (KNN) had a comparatively 

lower accuracy of 80%. 

2. Model Comparison 

When comparing all the models, CNN-based architectures performed noticeably better than 

conventional machine learning models like SVM, KNN, and Random Forest. This is because 

CNNs can learn intricate characteristics from unprocessed medical pictures instead of 

depending on manually created features. Furthermore, a vast amount of training data and the 

capacity to generalise well to a variety of datasets are advantages of deep learning models, 

particularly CNNs. 

3. Feature Extraction and Preprocessing 

The study investigated a number of feature extraction methodologies, including pixel 

intensity-based approaches, texture analysis, and form analysis. To increase model accuracy, 

feature engineering and preprocessing techniques such data augmentation, scaling, and 

normalisation were essential. CNNs outperformed models that used manually generated 

features when raw MRI data was supplied into the models directly. 

4. Overfitting and Generalization 

In machine learning-based medical image analysis, overfitting is a serious problem, especially 

when the dataset is small. The models, particularly CNNs, were prone to overfitting when 

training on smaller datasets. This was countered by regularisation techniques such dropout, 

data augmentation, and early pausing, which improved the model's generalisation and 

robustness. 

5. Implications for Clinical Use 

The findings of this study have important ramifications for clinical brain tumour detection 

applications. The CNN models may be incorporated into clinical processes to help radiologists 

and other medical practitioners diagnose brain tumours more rapidly and precisely because of 

their high accuracy and capacity to handle complex data. Despite the models' potential, issues 

including dataset quality, model interpretability, and regulatory approval must be resolved 

before they can be used in actual clinical situations. 

6. Limitations 

Data Limitations: The availability and calibre of annotated medical data were a frequent issue 

in this investigation. The quality of the input data has a significant impact on the model's 

performance.  Computational Complexity: Real-time clinical applications may encounter a 
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bottleneck due to the high computational resources and training time required by deep 

learning models, particularly CNNs. Interpretability: Because deep learning models, such as 

CNNs, are black-box, medical professionals are less able to comprehend the logic underlying 

the model's predictions, which is important for making medical decisions.  

7. Future Directions 

 Data Augmentation: To increase the robustness of the models, additional advancements could 

be made by augmenting existing datasets or by growing the dataset's size through synthetic 

data production.  Hybrid Models: By extracting both local and global information from the 

images, combining deep learning techniques with conventional machine learning models may 

improve performance.  Transfer Learning: To lessen the requirement for big labelled datasets, 

models that have already been trained on large datasets (like ImageNet) can be refined on data 

unique to brain tumours. Model Interpretability: By creating methods to make deep learning 

models easier to understand, their acceptance and trust in clinical settings will grow.  

Conclusion 

In summary, the work effectively illustrates how machine learning—in particular, deep 

learning techniques like CNNs—can be extremely helpful in the early diagnosis and detection 

of brain tumours. The findings demonstrate how these models may help healthcare providers 

make quicker and more accurate decisions. Future research must address the issues that still 

exist with data quality, interpretability, and deployment. In conclusion, research on machine 

learning-based brain tumour identification shows great promise for raising diagnostic 

precision and effectiveness. Medical imaging data, such as MRI scans, can be analysed using 

machine learning algorithms, especially those based on deep learning techniques, to detect 

tumour characteristics and categorise images into benign or malignant groups. Using 

extensive datasets and sophisticated models, these tools can help medical practitioners identify 

tumours early, improving treatment results and patient survival rates. 

        The study also emphasises how crucial feature extraction, model selection, and 

preprocessing methods are to improving the functionality of machine learning-based detection 

systems. Future research is still needed to address issues including the interpretability of the 

models, the necessity for high-quality labelled data, and dataset limits. All things considered, 

machine learning presents exciting opportunities to transform the diagnosis of brain tumours; 

nevertheless, to fully realise its promise in medical practice, further technological and clinical 

integration developments are required. 
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Abstract 
Predicting the unpredictable – the allure of accurately forecasting stock market 

movements has captivated investors for centuries. While the stock market's inherent 

volatility renders perfect prediction an enticing but elusive dream, this abstract delves 

into the ongoing questfor reliable stock market prediction models. The efficient-market 

hypothesis posits that all available information is already factored into stock prices, 

making short-term predictions inherently difficult. The vast amount of financial data, 

encompassing both quantitative and qualitative factors,complicates the identification of 

meaningful patterns. Unforeseen economic shocks and geopolitical turmoil can throw 

even the most sophisticated models off track.Utilizing advancedalgorithms toanalyze 

historicaldataandidentifysubtlecorrelations that may guide future market movements. 

Assessing a company's financial health, future prospects,and competitive landscape to 

gauge its intrinsic value and potential growth. Analyzing past price charts and trading 

patterns to identify trends and predict future price movements. The abstract will conclude 

by highlighting the current state of stock market prediction research, acknowledging the 

limitations while emphasizing the potential of ongoing advancements in data analysis, 

technology, and theoretical understanding. Finally, it will pose a critical question: can we 

ever truly outsmart the market, or will the future ofstocks forever remain shrouded in a 

veil of uncertainty. 

 
Keywords: Stock market, prediction, forecasting, machine learning, fundamental 

analysis, technical analysis, market efficiency, uncertainty 

Introduction 
The stock market, a dynamic and often enigmatic beast, has captivated and challenged 

investors for centuries. Its unpredictable nature, fueled by a labyrinth of complex factors, 

has enticed some with the promise of immense wealth and sent others tumbling down the 

rabbit 
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hole of financial despair. Yet, there's an undeniable allure to this intricate dance of 

numbers and trends, a yearning to peek behind the curtain and glimpse the market's 

veiled prophecy. 

 
That's where the art (or perhaps science) of stock market prediction comes in. It's the 

pursuit of unraveling the market's intricate tapestry, deciphering its coded whispers, and 

anticipating its next move. Imagine, if you will, a chess game against an inscrutable 

opponent, where every move holds the potential for grand victory or crushing defeat. 

 
But before we delve into the intricacies of prediction methods and technical analysis, 

let'sfirst debunk a common misconception: predicting the stock market with perfect 

accuracy is a fool's errand. The market is, by its very nature, stochastic. It's influenced by 

a myriad of tangible and intangible factors, from economic data and corporate earnings to 

investor sentiment and globalevents. Predicting its every twistand turnwith absolute 

certainty isakin to nailing jelly to a wall. 

 
However, that doesn't render the pursuit of prediction futile. Instead, it necessitates a shift 

in perspective. Thinkofitlessasaquestforacrystal ball and moreasanexercise in probability 

and risk management. By employing a combination of analytical tools, historical data, 

and a healthy dose of skepticism, we can equip ourselves to make informed decisions and 

navigate the market's choppy waters with greater finesse. 

 
In the upcoming sections, we'll delve deeper into the fascinating world of stock market 

prediction. We'll explore various prediction techniques, from fundamental analysis to 

technical analysis, and equip you with the tools to interpret market signals and make your 

own informed investment decisions. Remember, the key is not to outsmart the market, 

but to understand its language and dance to its rhythm with a calculated stride. 

LiteratureReview 
Basically, there arevarious algorithms useto predict stock market. In this chapter, 

wewillbe discussing on the most popular or frequently use algorithms like, regression, 

classifier, support vector machine (SVM), and long-short-term memory. The prediction 

of the stock market can is usually base on the algorithm where in stocks can be sold and 

bought base on the increment and decrement in prices of a stock.For an investor to invest 

in the market, he should consider the time interval which has to do with the date which 

indicates the time at 
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low price and the time at high price to preferably invest. The stock market will determine 

it prices, low or high relatively on prediction from the data set. 

 
In this section, the data which we will be working with or analyzing is the stock price of 

Microsoft Corporation (MSFT) as reported by the National Association of securities 

Dealers Automated Quotations (NASDAQ). I will discuss the strong algorithms use for 

stock market. 

 

1.Long-short-term: 
 
 
The LSTM is a type of recurrent neural network that is designed to handle sequential 

data such as time series, speech and text. LSTM are capable of learning long term 

dependencies in sequential data which makes them well suited for task such as language 

translation, speech recognition and time series forecasting. 

 
Themainchallenges inusingtheLSTMAlgorithmisthewhenthereisagapbetween the data 

values and null values which cause a low performance of the algorithm. 

 
The LSTM address this problem by introducing the memory cell. The memory cell is a 

container that can hold information for a lengthy period of time. The memory cell is 

controlled by three gates: the input gate, forget gate and the output gate. These gates 

decide what information to add, remove and output from the memory cell. 

 
The forget gate will handle the null value, repeated data and gap to avoid low 

performance in the algorithm. 

 

Methodology 

HowtheLSTMalgorithm works: 

 
 
->Createamethodtocollectthedata(dataset) 
->Conductdataanalysis(dataframe) 
->Checksfornull data/values 

->ifnullvaluesexist RemoveNull() 
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Else 
Displayrealvalues(dataframe) 
->Plottingthetrueadjustedvalue 
->Settarget variable 
->thenchosefourcharacteristicsfortrainingpurposes 

• .open 

• High 

• Low 

• Volume 
->Scaling 
->CreateaTraining setandTestsetfor prediction 
->ProcessdataforLSTM 
->BuildtheLSTMmodelforstock Prediction 
->Trainingthestockmarketprediction model 
->MaketheLSTM prediction 
 
 

ExplanationontheLSTMAlgorithm: 
 
 

1. Data Collection: 
Thedataforoperationwillbecollectedfromsomesortof system weather remotely or from a 

data base createdby team. 

2. Data Analysis: 
The data is arranged in series of tables considering the structure of the data which may 

contains redundancy of data and null values. To conduct analysis on the given data, it 

must be arrange in a unique tables containing a record with related characteristics as the 

row and the column. 

3. Checkfornull Values: 
The structure of the dataset will be display to ensure that there are no null values. The 

existence of null values in the dataset causes issues during training since they function as 

outliers, creating a wide variance in the training process. 
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Date Open High Low Close Adj 
Close 

Volume 

19990-01-
02 

0.60590
3 

0.61631
9 

0.5980
90 

0.6163
19 

0.4472
68 

53033600 

19990-01-
03 

0.60215
2 

0.62673
6 

0.6145
83 

0.6197
92 

0.4497
88 

11377280
0 

19990-01-
04 

0.63541
7 

0.63888
9 

0.6163
19 

0.6380
21 

0.4630
17 

12574080
0 

19990-01-
05 

0.63889 0.62152
8 

0.6215
28 

0.6223
96 

0.4516
78 

69564800 

19990-01-
06 

0.63194
4 

0.61458
3 

0.6145
83 

0.6319
44 

0.4586
07 

58982400 

Table1:Stockdetails ofdifferent companies 

4. Plottingthetrueadjustedvalue: 
The Adjusted Close Value is the final output value that will be forecasted using the 

Machine Learning model. This figure indicates the stock’s closing price on that particular 

day of stock market trading. 

 

Fig1:Stockclosedetailsin years 

5. SetTarget Value: 
The output column is then assigned to the target variable in the fellow step. It is the 

adjusted relative in the following step. It is the adjusted relative value of stock data. 

Furthermore, we pick the features that serve as the dependent variable to the target 

variable (dependent variable). We choose four characteristics to account for training: 

Open, High, Low and Volume. 

6. Scaling: 
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To decrease the computational cost of the data in the table, we will scale the stock values 

to values between 0 and 1.Asaresult, allthedata inlarge numbers isreduced, and therefore 

memory consumption is decrease. 

 
 
 

Date Open High Low Volume 

19990-
01- 

02 

0.000129 0.000105 0.000129 0.064837 

19990-
01- 

03 

0.000265 0.000195 0.000273 0.144673 

19990-
01- 

04 

0.000249 0.000300 0.000288 0.160404 

19990-
01- 

05 

0.000386 0.000300 0.000334 0.086566 

19990-
01- 

08 

0.000265 0.000240 0.000273 0.072656 

Table2:Stockcloseandopendetailsof companies 
 
 

7. CreateTrainingsetandTestsetforStockMarket Prediction: 
Before inputting the entire dataset into the training model, we need to partition it into 

training and test sets. The Machine Learning LSTM model will undergo trainingusing the 

data in the training set, and its accuracy and back propagation will be tested against the 

test set. 

 
8. DataProcessingforLSTM: 

Once the training and test sets are finalized, the data will be input into the LSTM model. 

Before considering such processing the training and test set data must be transforming 

into a format that the LSTM model can interpret. 

 
9. BuildtheLSTMModelforStock Prediction: 

Finally, wearrive at the point when we construct the LSTM Model. In this step, we’ll 

build a sequential Keras model with one LSTM layer. The LSTM layer has 32 units and 

is followsby oneDenseLayer ofoneneuron. Wecompile themodelusing Adam 
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optimizer and the Mean Squared Error as the loss function. For an LSTM model, this is 

the most preferred combination. 

 
 
 

Lstm_1_input:InpitLayer 
Input: [(None,1,4)] 

Output: [(None,1,4)] 

 
 

 

Lstm_1:LSTM 
Input: [(None,1,4)] 

Output: [(None,32)] 

 
Table3:LSTMinputandoutputdetailsof companies 

 

Dense_1:Dense 
Input: [(None,1,4)] 

Output: [(None,32)] 

 
10. TrainingtheStockMarketPredictionmodel 

AfunctionisusetotraintheLSTMmodelcreated. 
 
 

11. MaketheLSTMPrediction 
Nowthat wehaveourmodel ready, wecan useitto forecasttheadjacent CloseValue of the 

Stock by using a Model trained using the LSTM network on the test set. WE can 

accomplish this by employing simple prediction model on the LSTM model. 

 
12. ComparingPredictedvs.TrueAdjustedClosedValued-LSTM: 

Finally, now that we’ve projected the values for the test set, we can display the graph to 

compare both Adj.Close’s true values and Adj. Close’s predicted value using the LSTM 

Machine Learning model. 
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Fig2:PredictedstockpricesbyusingLSTM algorithm 
The graph above demonstrates that the extremely basic single LSTM network model 

created above detects some patterns. We may get more accurate depiction of every 

specific company’s stock value by fine tuning many parameters and adding more LSTM 

to the model. 

Conclusion 
However, with the introduction of machine learning and its strong algorithms, the recent 

market research and stock price prediction using machine learning advancements have 

begun to include such approaches analyzing stock market data. The opening value of the 

stocky the highest and lowest values of the stock on thesame day are all indicated for 

which date. Furthermore, the total volume of the stocks in the market is provided; with 

this information, it is up to the job of a machine learning data scientist to look at the data 

and develop different algorithms that may help in finding appropriate stock values. 

 
Predicting the stock market was a time consuming and laborious procedure few years 

back or evens a decade ago. However, with the application of machine learning 

forthestockmarketforecasts,theprocedurehasbecomemuchsimpler.Machinelearning not 

only saves time and resources but, also outperforms people in terms of performance. It 

will always prefer to use a trained computer algorithm since it will advise you base of 

facts, numbers, and data and will not factor in emotions or prejudice. 
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Abstract:Real-time visual object tracking involves assigning unique identities and 
trajectories to objects, a capability essential for applications such as traffic monitoring and 
video surveillance. This research work introduces a novel system that combines High 
Efficiency Video Coding (HEVC) signals with 2D voxel shape feature extraction to 
improve object detection and tracking. HEVC signals provide compressed motion data, 
including motion vectors and residuals, which reduce the need for full video decoding and 
enhance computational efficiency. Detected objects are further analyzed using 2D voxel 
shape extraction, delivering a compact yet detailed representation of their structures to 
improve accuracy. The system integrates state-of-the-art video image processing 
techniques with a hybrid tracking module, which merges appearance-based, motion-based, 
and voxel-based features. Motion data extracted from HEVC signals is used to identify 
regions of interest, which are subsequently voxelized for detailed analysis. A codebook 
matching algorithm tracks these regions, while a filtering algorithm refines the extracted 
features to ensure consistent object identification over time. This approach also facilitates 
optimizing real-time performance. Experimental evaluations across diverse scenarios 
demonstrate the system's robustness and reliability. By harnessing the properties of HEVC 
coding and voxel-based feature extraction, the proposed system achieves an efficient 
balance between computational efficiency and detection accuracy, offering a scalable 
solution for modern video analytics applications. 

Keywords—Real-time object tracking; High Efficiency Video Coding (HEVC); 2D 
voxel shape extraction; Motion detection; Video image processing; Surveillance systems. 

I. Introduction: 

Human detection in surveillance videos has become a critical research area due to its 
applications in abnormal event detection, crowd density estimation, person identification, 
gender classification, and fall detection for the elderly. However, surveillance video often 
faces challenges like low resolution, static camera setups, and objects appearing at a 
distance, which impact detection accuracy. Traditional systems depend on human 
observers, but their attention limitations in monitoring multiple events highlight the need 
for automated human motion analysis. 

This research work introduces a new approach for 3D Simultaneous Object Tracking 
(SOT) using voxel pseudo images, differing from traditional point-based models. Voxel 
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images are created in HEVC coordinates, ensuring consistent object sizes and removing the 
need for multiscale search processes in 2D SOT. The method employs a multi-rotation 
search technique, where regions at various angles are compared to predict object position 
and orientation. Results show fast tracking with competitive performance, and the 
approach adapts 2D SOT techniques for 3D tasks with minimal adjustments. Real-time 
performance is benchmarked using motion-based 3D SOT, revealing performance 
improvement in real-world conditions. 

The paper is organized as follows: Section II reviews related works, Section III details 
the proposed method, Section IV presents evaluation results, and Section V concludes the 
proposed work implementation, offering directions for future research. 

II. Literature Survey: 

Background subtraction methods include adaptive Gaussian mixture models, non-
parametric models, temporal differencing, and hierarchical models. Optical flow 
techniques detect dynamic regions by analyzing flow vector movement but are challenged 
by noise, lighting changes, and color variations, requiring substantial computational 
resources. Spatio-temporal motion detection leverages 3D data volumes, offering low 
complexity but is sensitive to noise and timing issues. Object classification approaches are 
categorized into shape-based, motion-based, and texture-based methods. Shape-based 
techniques focus on identifying shapes like points or blobs, but variations in human 
articulation and viewpoints complicate distinguishing humans. Part-based template 
matching can address these challenges. Texture-based methods, such as histograms of 
oriented gradients (HOG), use high-dimensional edge features and support vector machines 
(SVM) for improved human detection [1-3].  

A human detection system identifies a person's position and size in an image. Optical 
flow techniques estimate object motion, but they are computationally complex. A stereo-
based segmentation method that differentiates objects from the background and uses a 
neural network for recognition. Stereo vision is more robust but requires multiple cameras 
and has limitations in long-distance detection. A cascade detector using AdaBoostbuilds a 
classifier and efficiently filters out non-pedestrian samples. Template-based methods use 
2D silhouettes and shape-based models with codebook matching for faster detection. 
Human tracking systems monitor the target’s movement, accounting for changes in scale 
and position [4-6].  

The feature-based tracking approach detects motion, edges, or color features using 
methods like Sobel, Laplacian, and Marr-Hildreth but faces challenges with consistent 
edge detection, especially in grayscale images, where information loss reduces 
reliability.In pattern recognition, focuses on identifying objects across sequential images 
using a relevance vector machine (RVM) for nonlinear prediction, a feature selection 
method for improved tracking, a 3D pose tracking using silhouettes, and by principal 
component analysis for color-based feature extraction.In gradient recognition, uses the 
mean-shift algorithm for object tracking by tracking regions using intensity histograms and 
similarity measures, to address occlusions, Kalman and particle filters are combined with 
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mean-shift, through integrated color features, throughmultitarget tracking using a color 
particle filter for faster human detection [7-9]. 

HEVC based video sequences are recently used in tracking systems to maintain objects 
within the field of view (FOV) having pan, tilt, and zoom adjustments by applying 
morphological filtering for background compensation, while tracking camera motion using 
feature points having real-time tracking with continuous multi-view calibration, to feature 
match for human tracking through occlusion and scale changes inmoving-object filters for 
multi-object tracking, with Kalman particle filters for human tracking [10-13]. 

In this research work, we employed a HEVC based video sequences to detect the 
human, followed by activity identification methods that generated multi-viewanalysis for 
the HEVC based video sequences. This ensured the human-object remained centered in the 
FOV while enabling precise tracking of the varying positions. 

III. Proposed Work: 

In the proposed work, human shape features extraction from the recognizedhuman 
activityfocuses on distinguishing moving objects within an HEVC video sequence is 
implemented. The accuracy of higher-level human movement interpretation relies heavily 
on precise human detection and shape feature extraction.  

The human detection process involves two key steps: object detection and object 
classification. 

A. Object Detection Process:  
a. Step 1: Identify the object as the foreground by separating it from the scene in the HEVC 

video sequence. 
i. The scene may be fixed, translational, or mobile. 

ii. Moving objects are detected by computing the difference between the current frame and 
the reference frame (background image/model), either on a pixel-by-pixel or block-by-
block basis. 

b. Step 2: Utilize moving object flow. 
i. A vector-based method that estimates motion by tracking points on objects across frames. 

ii. Assumes brightness constancy and spatial smoothness to describe consistent movement of 
points or features. 

iii. Motion segmentation uses flow vectors from moving objects over time to identify moving 
regions. 

c. Step 3: Human object tracking and motion recognition via spatio-temporal analysis. 
i. Action or movement is defined by the 2D spatio-temporal data volume covered by the 

moving person. 
ii. These methods analyze motion as a whole, characterizing its spatio-temporal distribution 

across the entire sequence. 
B. Object Classification Process:  

a. Step 1: Process spatio-temporal distributions from object detection. 
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i. Describes the shape information of moving regions, such as points, boxes, and blobs. 
ii. Employs pattern recognition to account for variations in the human body's shape across 

different viewpoints, enabling differentiation between moving humans and other objects. 
b. Step 2: Use variations in human body shape features to distinguish humans from non-

human objects. 
i. A vector image template is created with two temporal projection operators: binary motion-

energy image and motion-history image. 
c. Step 3: Implement binary motion-energy approach. 

i. Quantifies intensity patterns in the neighborhood of each pixel using a binary pattern to 
encode intensities in rectangular regions. 

d. Step 4: Apply motion-history technique. 
i. Detects high-dimensional features based on edges and body regions. 

ii. Counts occurrences of gradient orientations of human shape features in localized areas. 
iii. Uses a dense grid of uniformly spaced pixels and local contrast normalization for accuracy. 

e. Step 5: The proposed method detects humans in static images within a moving object 
scene from an HEVC video sequence. 

i. Extracts human activity models using 2D-edgelet features and voxel-oriented features to 
capture both local body parts and global shape-based features for precise human detection. 

The shape feature extraction process involves two key steps: 2D voxel modeling and 
tracking features. 

C. 2D Voxel Modeling: 

Tracking begins by initializing the target region 𝑡଴ based on the given object location, 
with corresponding search region, 𝑠଴ =  𝜓(𝑡଴), is then created. For two frames, Fτ−1 and Fτ, 
the target region from the previous frame (tτ−1) and its corresponding search region (sτ−1) 
are processed using model to predict the next target and search regions: 

𝑡ఛ =  𝑡{ఛିଵ} +  Δ ൬𝑓 ቀ𝜙௧൫௧{ഓషభ}൯, 𝜙௦൫௦{ഓషభ}൯ቁ൰ , 

𝑠ఛ =  𝜓(𝑡ఛ),  (1) 

where the function Δ(. ) converts the similarity map into the target position offset. The 
functions 𝜙௧(.) and 𝜙௦(.) transform the target and search regions, respectively, into images, 
which are subsequently processed by the embedding function Φ(⋅). 

The target and search regions are updated iteratively as follows: 

𝑡ఛ =  𝑡{ఛିଵ} +  Δ ൬𝑓 ቀ𝜙௧൫௧{ഓషభ}൯, 𝜙௦൫௦{ഓషభ}൯ቁ൰ , 𝑠ఛ =  𝜓(𝑡ఛ),  (2) 

where𝑡ఛ represents the updated target region at iteration τ, and 𝑠ఛ denotes the 
corresponding search region. The function f computes the adjustment Δ based on features 
extracted from the target region 𝜙௧൫௧{ഓషభ}൯ and the search region 𝜙௦൫௦{ഓషభ}൯. The function ψ 

generates the search region based on the updated target region 𝑡ఛ. 
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The predicted output for frame τ is calculated as: 

𝐵ఛ =  ൬𝑡௫
ఛ , 𝑡௬

ఛ , 𝐵
ቄ௭൛{೒೟}ൟቅ

, 𝑡௪
ఛ , 𝑡௛

ఛ , 𝐵
ቄௗ൛{೒೟}ൟቅ

, 𝑡ఈ
ఛ ൰,(3) 

here𝑡௫
ఛ and 𝑡௬

ఛ  are the predicted center coordinates, 𝑡௪
ఛ  and 𝑡௛

ఛ  are the predicted dimensions, 
𝑡஑

ఛ  is the predicted rotation angle, and 𝐵
ቄ௭൛{೒೟}ൟቅ

 and 𝐵
ቄௗ൛{೒೟}ൟቅ

 are the ground truth depth and 

height values, respectively. 

D. Tracking features: 

The ground truth depth and height of the object of interest is provided either by a 
detection method, a user, or from a dataset, and is used to create the initial target and its 
corresponding features, which will guide the tracking process. The target features are 
compared with all search region features, and the search region with the highest score is 
selected for updating the target rotation. This process is represented as: 

𝑠ఛ
௠௔௫ = arg max 𝑠ఛ

௜   𝛾୧ max ൬𝑓 ቀ𝜙௧(𝑡ఛ), 𝜙௦൫𝑠ఛ
௜൯ቁ൰, 

 

𝑡ఈ
{ఛାଵ}

=  𝜆𝑠ఈ
ఛ +  (1 −  𝜆)𝑡ఈ

ఛ , (4) 
 

where  𝛾୧is a rotation penalty multiplier. For i=0,   𝛾୧ = 1, while for all other search regions, 
  𝛾୧ takes a hyper-parameter value within the range [0, 1]. The coefficient λis a rotation 
interpolation parameter, and f represents the Siamese model used to calculate the similarity 
score. 

Given the target region from the previous frame tτ−1 and the predicted target region 
tτ, the position of the search region is calculated as: 

𝑠{௫,௬}
ఛ =  2𝑡{௫,௬}

ఛ − 𝑡{௫,௬}
{ఛିଵ},(5) 

This approach increases the likelihood that the target object is either at the center of the 
search region or deviates only slightly from it. 

IV. Comparative Results and Discussions 

The proposed method was implemented on a PC with an Intel® Core™ i5-650 CPU 
running at 3.20 GHz, 4 GB of RAM, and developed using MATLAB SIMULATOR on a 
Windows 8 operating system. To assess the system's performance and stability, it was 
tested in various environments. The tests involved HEVC video files with image sequences 
captured from an active camera, with resolutions ranging from 320 × 240 pixels to 1280 × 
720 pixels. In table 1, the proposed work results for Class B, C and D HEVC video 
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sequences inputs shows the Bit rate (kbps), Encoding time (sec), MSE, PSNR and 
Accuracy values. 

Table 1: Objective quality results of HEVC encoder and decoder implementation of the 
Proposed Work. 

S.No. Class Input HEVC 
Video File 

Input # 
GOPSize 

Bit 
rate 
(kbps) 

Encoding 
time 
(sec) 

MSE PSNR Accuracy 

1 B BasketballDrive skeleton 
and 
point 

16 52.58 135.55 7.72 39.25 71.61 

2 C ParkScene skeleton 
and 
point 

16 61.55 134.39 8.79 38.68 78.13 

3 D Racehorses skeleton 
and 
point 

16 58.74 107.29 7.72 39.25 80.13 

 

Table 2: Comparative tracking average per-frame running times of proposed with the 
previous works, expressed in milliseconds (ms) and frames per second (fps). 

 ST-MRF 
[14] 

Graph 
Cuts [15] 

Proposed 
Work 

Frame 
Size 

Tracking Tracking Tracking 

320×240 
px 

9 ms (122 
fps) 

8 ms (139 
fps) 

8 ms (122 
fps) 

640×480 
px 

15 ms 
(102 fps) 

11 ms 
(120 fps) 

12 ms 
(102 fps) 

1280×720 
px 

39 ms (27 
fps) 

37 ms (28 
fps) 

38 ms (28 
fps) 

Table 2 presents the results for previous methods with the proposed method based on 
frame size, providing the average per-frame processing times for tracking. Our proposed 
work measurements show that with the ST-MRF and Graph Cuts have nearly identical 
running times. 

Table 3: Action Recognition Accuracy (%) on 3D Action Frames. 

Method Input # Frames Accuracy 
Vieira et al. [16] Depth 20 78.20 
Kl¨aser et al. [17] Depth 18 81.43 
Proposed Work skeleton and point 24 90.94 
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The performance comparisons are reported in Table 3. Our method illustrates 
betterthan the previous methods. 

V. Conclusions and Future Scope 

In this work, we present a novel method for extracting shape features in human 
activity. Unlike point-based approaches, our method utilizes structured data in the form of 
2D voxels, applying a 2D approach to HEVC sequence images to determine both the 
position and rotation of the object of interest. Experimental results demonstrate that the 
shape feature extraction module outperforms others, achieving superior PSNR and 
accuracy metrics. Additionally, we implement a real-time evaluation method for the point 
2D voxel model to assess the performance of fast-tracking methods. The results show that 
the proposed method delivers improved performance compared to alternatives. 
Comprehensive experiments validate the effectiveness of the point 2D voxel model in 
modeling point-based HEVC video data. The proposed work can be used for bag of visual 
words (BoVW) model, through local representation and mainly contains four steps: feature 
extraction, codebook generation, feature encoding, and pooling and normalization for 
video representation. 
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Abstract-Since desynchronization and, ultimately, system failure, can result from low 

frequency disturbances, they pose a risk to power systems. System disturbances or the 

gradual accumulation of oscillations, which typically range from 0.2 to 3.0 Hz, might cause 

them. In severe situations, these oscillations can cause a system to malfunction and 

desynchronize the network, which in turn reduces its power transmission capability. By 

generating extra control signals for the excitation system, power system stabilizers (PSS) 

help to reduce these low-frequency power system oscillations. Using power system 

stabilizers is increasingly the norm for large electric power systems. The conventional PSS, 

which uses lead-lag correction and operationally specific gain settings, fails miserably 

under stress of different intensities. The ever-changing nature of electrical grids makes 

CPSS design a formidable obstacle. Making a stabilizer that is effective across the board in 

an electric power system is, hence, not a simple task. Fuzzy logic, evolutionary algorithms, 

neural networks, and other approaches have been suggested in the literature as potential 

replacements for conventional power system stabilizers (CPSS). A fuzzy logic based 

strategy has been proposed as a possible solution to the problem discussed earlier. This 

approach would enable high performance under different operating situations without 

requiring sophisticated mathematical models of the system. It is easy to implement Fuzzy 

Logic, as it is computationally efficient and has a simple conceptual framework. This 

model is utilized to assess the single machine infinite bus power system after contrasting 

the efficacy of the conventional power system stabilizer (CPSS) with that of the fuzzy 
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logic based power system stabilizer (FLPSS). A fuzzy logic-based power system stabilizer 

outperforms its traditional counterpart, according to the thesis's findings. 

 

I. INTRODUCTION  
 
 
Stability, defined as the propensity to establish restorative forces larger than or equal to the 

disturbing forces, is an essential property of a power system for maintaining balance. The 

efficient functioning of the power system is dependent on the correct functioning of 

synchronous machines, which are the building blocks of electrical power generation. The 

interplay between power and angle, as well as the dynamics of the generator rotor angle, 

impact this stability aspect. Electricity is a very fluid system. In modern power grids, 

hundreds of electric components operate together in complex networks rather than 

individual nodes. These networks span great distances and manage the grid. The benefits of 

linked electricity networks are numerous. Provide big blocks of electricity to make the 

system more reliable. It is advised to make do with fewer machines since they are better 

able to handle operational peak demand and unexpected swings in load. Give customers 

access to a cost-effective electricity solution. But there are certain drawbacks to adopting 

interconnected power networks as well. There are far greater links inside the system than 

there are between neighboring power networks. At low frequencies, it easily induces 

oscillations amongst itself. When connections are first being formed, low frequencies are 

where oscillation instability is most often seen.  

1.1. Types of Oscillations  

An issue that might arise in the power system is the electromechanical oscillations that 

occur in electrical generators. The system's stability depends on how well these 

oscillations, or power swings, are muted. There are four main categories of 

electromechanical oscillations.  

 

1. Oscillations on a smaller scale: - In a generating station, between individual units, and 

between those units and the rest of the power system. Their typical frequency ranges from 

0.2 Hz to 2.5 Hz.  
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2. Oscillations between power plants that are electrically near to each other, also known as 

interplant oscillation. A voltage of 1 Hz to 2 Hz is possible.  

3. Between the two primary types of power stations, there are oscillations that occur 

between areas. The low frequency oscillation area, typically 0.2 Hz to 0.8 Hz, is where the 

frequencies tend to decline.  

4. Oscillations everywhere: On a global mode, which is below 0.2 Hz, you can observe that 

most generators follow the same pattern of in-phase oscillations.  

 
1.2. Low Frequency Oscillations  
 
“Low frequency oscillations” (LFOs) refer to oscillations in the generator rotor angle that 

occur between 0.1 Hz and 3.0 Hz. The frequency of these signals is determined by where 

they are located in the electrical grid. There is a potential problem with small-signal 

stability in LFOs due to the usage of high gain exciters, improperly calibrated excitation 

generation, and HVDC converters, all of which can lead to negative damping. The term 

"power system stabilizer" has recently been used to describe networks that use 

"supplementary stabilizing signals" to lessen theseoscillations.Control, torsional, and inter-

area modes are all possible in local field oscillators (LFOs). The former two modes are 

generated by mechanical and electrical modes interacting in a turbine-generator system, 

while the latter two may be caused by high gain exciters or weak tie lines transferring huge 

amounts of power. When studying low frequency oscillations, which can be brought about 

by minute disturbances in the system such fluctuations in the load, the power system's 

small-signal stability (linear response) is usually considered. Small disturbances like this 

cause the generator rotor tilt to rise or fall gradually, or to produce rotor oscillations with 

increasing amplitude, all because there isn't enough dampening torque or synchronizing 

torque. Inadequate damping of the rotor's low-frequency oscillations is the most typical 

form of instability.  

 

II. LITERATURE SURVEY  
 
By analyzing a single machine connected to an infinite bus via external reactance, DeMello 

examined the stability of synchronous machines subjected to small perturbations. In, the 

methodology for building PSS with quick output sampling feedback for a single machine 
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linked to an infinite bus is detailed. A step-up transformer is used to construct the ModHP 

variation. Built on this approach, the PSS design takes advantage of signals that are already 

present in the generating station. Part one, part two, and part three of D.A. Swann's 

"Applying Power System Stabilizer - I, II, III," describe the history and purpose of power 

system stabilizers. Using Eigen value analysis, methods for guiding the selection process 

have been developed. A more thorough quasi-steady-state model The use of adaptive 

evolutionary algorithms (AEAs) by fuzzy power system stabilizers (FPSS) was described 

by G.H. Hwang . The core components of AEA are an Evolutionary Strategy (ES) and a 

Genetic Algorithm (GA) that can search on a global scale. 

.  

Fuzzy Logic Controller  
 
A fuzzy logic power system stabilizer was proposed by Lin .as a means to expedite the 

process of fine-tuning fuzzy rules and membership functions. This proposed PSS has two 

parts. Making a proportional derivative PSS is the initial step. Step two is to change it to 

FLPSS format. In the case of a single machine connected to the network, Roosta, A.R. 

described and evaluated three distinct fuzzy control methods for various types of 

disturbances. S.A. Taher has created a novel RFLPSS that stabilizes power systems using 

fuzzy logic. We input RFLPSS other signals, such as speed, so it can change its gain 

appropriately, making it more resilient. Power system stabilizers can benefit from a new 

approach that T. Kumar and M.L. Kothari have suggested. Here, they've factored in 

FLPSS, which uses 3, 5, and 7 MFs divided evenly. T. Hussein presented an indirect 

variable-structure adaptive fuzzy controller (IDVSFPSS) to limit oscillations across areas 

in order to stabilize power networks following interruptions. When it comes to 

decentralized fuzzy logic controllers, S.K. Yee and J.V. Milanovic proposed a method of 

systematic analysis based on performance indices.F. Rashidi outlined a fuzzy sliding mode 

controller that uses a basic fuzzy inference approach to determine the upper bound of 

uncertainty. Fuzzy reference model generators are recommended by Kamalasadan and 

Swannwith model reference adaptive controllers (MRACs).  

 
III. SCOPE OF THE PRESENT STUDY  
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 Devote more time to studying synchronous generator automated voltage regulators, 

excitation systems, and power system stabilizers.  

 The development of a power system stabilizer that can quickly restore system stability in 

the case of a transmission line fault is to be carried out using fuzzy logic.  

 We simulate a power system with and without a stabilizer, as well as one that uses fuzzy 

logic to determine how successful a stabilizer may be. We then compare and contrast the 

outcomes.  

 
IV. PROBLEM STATEMENT  
 
Voluntary oscillations at low frequencies were one of the earliest problems with power 

system stability. The poor signal stability of a power system is accompanied with low 

frequency oscillations (LFOs), which compromise both the security of the power system 

and maximum power transfer. At first, the stability problem was disregarded since 

damper windings on the generator rotors and turbines were thought to be enough for 

managing these oscillations. When power systems were operated near their stability 

limits, it became evident that asynchronizing torque between generators was a major 

cause of system instability. An automated voltage regulator (AVR) was one such device.  

 

V.CONCLUSION 
 

 For the purpose of dampening power system stabilizers, this evaluation considers how 

effectively they function. Developing a fuzzy logic-based power system stabilizer is the 

next stage. This stabilizer accepts acceleration and speed variation from the synchronous 

generator as input signals and produces voltage as an output signal. In terms of settling 

time and damping impact, FLPSS shows better control performance than power system 

stabilizers. This leads one to believe that FLPSS is superior than the older PSS. But picking 

the right membership functions is key for damping oscillations. The fluctuations are more 

apparent in the case of trapezoidal membership functions, as shown by the simulation 

studies. The outcomes are same for gaussian and triangular membership functions. The 
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performance of FLPSS is greatly enhanced by triangular membership functions in 

comparison to other membership functions. 

 . 
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Abstract: In order to lessen the load on conventional power grids and increase their 

longevity, this study investigates the feasibility of building and implementing a solar-piezo 

energy harvesting system for battery charging. The system effectively charges batteries by 

integrating solar and piezoelectric energy sources, fulfilling the different energy demands 

of users. An LCD screen that shows real-time data on power availability and charging 

status improves the user experience and lets them make educated judgments on how to 

optimize their energy usage. In response to the increasing need for effective battery 

charging solutions across many domains, this endeavor signifies a giant leap ahead in 

sustainable energy practices. Reliable voltage management and seamless switching 

between solar and piezoelectric power sources are made possible by efficient battery 

charging, which in turn increases the system's reliability.  

 

1.Introduction 

There have been tremendous developments in renewable-energy technology in response to 

the growing need for environmentally friendly power sources in the last several years. 

Among these technologies, solar power and piezoelectric energy harvesting stand out as 

potential options for sustainable and environmentally friendly electricity generation. The 

use of solar photovoltaic systems to produce energy from sunshine has grown in 

popularity, and piezoelectric materials have the ability to transform mechanical strain into 

electrical energy. Our study is centered around creating and implementing a solar-
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piezoelectric energy-harvesting system that can charge batteries by utilizing the 

complementing nature of these two sources. Reducing our reliance on traditional energy 

networks and mitigating the environmental effect of energy generation is the pressing 

necessity that motivates this study. Traditional power generating methods that rely on 

fossil fuels endanger both the environment and the safety of our energy supply throughout 

the world. We want to offer a greener, more independent way to charge batteries by 

combining solar and piezoelectric power, which would help the environment. There are a 

lot of benefits to incorporating solar and piezoelectric energy into our system. Our hybrid 

technique ensures a more reliable and strong energy supply than depending just on one 

source by collecting sunlight throughout the day and ambient vibrations or mechanical 

stresses in the vicinity. Electric cars and portable devices are only two of the many uses for 

this system's adaptability, which lets it charge batteries of diverse shapes and sizes. In 

addition to enhancing the user experience and improving energy use efficiency, real-time 

monitoring and feedback systems are also implemented. Users are empowered to make 

well-informed decisions and optimize energy consumption by receiving instantaneous 

information about energy availability, charging status, and overall system performance. 

This improves charging efficiency, which in turn enhances battery life and decreases 

energy waste. Introducing a solar-piezoelectric energy harvesting system for battery 

charging is the objective of this research work. This article explores the basics of solar 

energy harvesting, piezoelectric energy harvesting, and how they may be combined into 

one system. Additionally, we investigate the system's performance traits in practical 

settings. Additionally, the study emphasizes the possible effects on sustainable energy 

practices and the system's uses. Sustainable energy solutions and the development of 

renewable energy sources are the end objectives.  

2.Literature review  

An overview of previous studies on the electric energy harvesting compression testing 

equipment is given in this section. Nithya K. Varalaxmi [1], Human movement energy is 

the non-conventional energy source that this study aims to exploit in order to tackle the 

global energy issue. The article suggests a realistic approach to the urgent problem of 

energy shortage by collecting and transforming the energy produced by people's footfall 

into electrical power. This is made possible by placing piezoelectric sensors in crucial 
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areas so they can pick up on the pressure and vibrations caused by people walking. In order 

to charge mobile devices, the collected energy from the sensors is put to a specified use. In 

addition to providing a workable method of producing energy, this novel strategy promotes 

a greener and more sustainable approach to satisfying power demands, which is especially 

important in places where there is a lot of foot activity.  

Human movement, which includes running and skipping, generates energy that is 

frequently wasted, but KunalSoni [2] aims to change that. The primary objective was to 

collect and store this energy that was produced by humans. The scientists enhance the 

voltage created by footstep pressure by carefully placing piezoelectric sensors beneath a 

platform. Then, in order to make sure that this energy is available when needed, it is stored 

in batteries. In areas where walking and other forms of human mobility are prevalent, this 

is especially useful for pedestrians. The article cites additional study by KunalPadam [3] 

and implies that people are increasingly using electronic gadgets with minimal power 

consumption. Humans walk more than any other activity. When a person walks, they 

transfer energy from their feet to the ground. At each stage, this energy is converted into 

electrical energy, such the kind used to charge a phone. Shoe technology that incorporates 

piezoelectric sensors may transform mechanical stress into usable electrical energy only by 

pressing down on the foot. A piezoelectric sensor is a type of material that may produce 

electricity in response to external pressure.  

Ali Sdeel [4]. How materials generate an electric charge in response to external pressure is 

explained in the study as a result of the piezoelectric phenomenon. Reversal behavior is 

exhibited by materials having piezoelectric sensors when stress or pressure is applied; this 

indicates that the materials create electric energy in the form of pressure. Bending is the 

most force-sensitive way to utilize this material, however it's responsive in other ways as 

well.An autonomous power generation system based on piezoelectric materials is the 

subject of Se YeongJeong's [5] research article. Its simple design and placement beneath 

the shoe's sole make it ideal. The project was evaluated using the pushing tester, and it was 

determined that a wireless transmitter can be powered by the operation of a step-down 

converter. The first time you use the transmitter, you'll need to follow these 24 instructions. 

The control center can track the status of the workers and detect any crises when the 

transmitter sends out a signal. To convert mechanical energy into electrical energy, M. 
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Logeshwaran [6] used piezoelectric materials. In this work, a piezoelectric generator is 

demonstrated, which can transform vibrations and pressure into energy. The main idea is to 

employ piezoelectric sensors installed under the flooring to collect energy when people 

walk on them. A DC booster module is utilized to augment the collected energy, which is 

then stored in lithium-based batteries. The system's practical application in congested areas 

proves its utility potential.  

This work focuses on capturing human energy using non-conventional means, in response 

to T. Sarala's [7] urgent call for power while taking environmental considerations into 

account. It lays forth the concept of using piezoelectric tiles to store the kinetic energy that 

people expend while they walk. Street lighting is automated using Light Dependent 

Resistor (LDR) sensors, and the produced power is stored in lead-acid batteries. Also, a 

Liquid Crystal Display (LCD) shows the current state of the system, which is a practical 

and sustainable way to show how energy is being used.Using the piezoelectric effect in 

materials, SajalSahu [8] investigates the idea of power production using footfall. Focusing 

on harnessing the vast energy potential of human footfall is in line with the demands of 

highly populous nations like India and China, which are particularly affected by the 

increasing worldwide need for energy. The idea to use waste energy from foot power is 

relevant for emerging nations who are struggling with energy shortages. The study delves 

into the use of piezoelectric materials to harness and store energy from different vibration 

sources, with a specific focus on human foot movement. The core of the system is based on 

floor-mounted piezoelectric sensors that transform pressure-induced energy into electrical 

charges. These sensors provide a long-term answer to the problem of energy waste in 

heavily populated places, such as walkways, shopping centers, and complexes.  

3.Methodology / experimentation: 

A novel, environmentally friendly, and highly efficient method of obtaining energy from 

both mechanical and solar sources is the integration of piezoelectric technology. 

 

 



 

Fig1. Flowchart 
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1. EnergyHarvesting: 
 
a. Photovoltaic cells composed of semiconductor materials like silicon are used in solar 

panels to gather sunlight. These cells produce an electrical current when sunlight touches 

them because it knocks electrons free from their atoms. Metal conductive pla

these electrons, which are then sent to wires as electricity. An inverter then transforms this 

direct current (DC) power into alternating current (AC) electricity suitable for usage in 

residences and commercial buildings. An Arduino is also used

voltage, which is then used to charge the battery.
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b. The conversion of mechanical energy to electrical energy is a property of piezoelectric 

materials. Piezoelectric plates generate electricity when they are put on roadways or the 

ground and compressed by the weight of passing cars or people. In this case

utilized for the purpose of charging batteries, although it has many potential applications. 

An Arduino board is utilized to measure the voltage generated by the weight on the piezo 

plates. The piezo plates' voltage output is read by the A

ResultAnddiscussion 

 
This hybrid power system has the following results and observations: In this case, we 

analyzed the hourly power, voltage, and current produced by solar and piezo sources. The 

18
3 

 

b. The conversion of mechanical energy to electrical energy is a property of piezoelectric 

materials. Piezoelectric plates generate electricity when they are put on roadways or the 

ground and compressed by the weight of passing cars or people. In this case

utilized for the purpose of charging batteries, although it has many potential applications. 

An Arduino board is utilized to measure the voltage generated by the weight on the piezo 

plates. The piezo plates' voltage output is read by the Arduino board. 

 

This hybrid power system has the following results and observations: In this case, we 

analyzed the hourly power, voltage, and current produced by solar and piezo sources. The 

b. The conversion of mechanical energy to electrical energy is a property of piezoelectric 

materials. Piezoelectric plates generate electricity when they are put on roadways or the 

ground and compressed by the weight of passing cars or people. In this case, the voltage is 

utilized for the purpose of charging batteries, although it has many potential applications. 

An Arduino board is utilized to measure the voltage generated by the weight on the piezo 

This hybrid power system has the following results and observations: In this case, we 

analyzed the hourly power, voltage, and current produced by solar and piezo sources. The 



18
4  

tables below detail the usual efficiency of the two power generation methods. The 

piezoelectric device makes a lesser but still considerable contribution to overall energy 

creation, in contrast to the solar panel's massive output. This data highlights the need of 

maximizing the efficiency of each system for long-term energy production and the range 

of ways available for extracting renewable energy.  

Conclusion  

The integration of solar and piezoelectric energy into the efficient battery charging 

system not only meets the varied energy demands of consumers but also improves 

sustainability by minimizing dependence on traditional energy networks. Together, they 

provide a reliable power source that can charge many battery types, satisfying a wide 

variety of user demands. The real-time monitoring feature of the LCD display also 

provides immediate feedback on the state of charging, energy availability, and the 

general operation of the system, which enhances the user experience. Users may 

maximize resource consumption by making educated decisions regarding energy usage 

with this real-time information. Given the increasing need for efficient battery charging 

solutions across many domains, this endeavor represents a giant leap for sustainable 

energy practices. Efficient battery charge, characterized by constant voltage control and 

management in both solar and piezoelectric charging modes, significantly increases the 

system's reliability. A constant flow of electricity to the load is ensured by the smooth 

switching between solar and piezoelectric power sources.  

 

Future scope  
There will be many chances to refine the use of solar and piezoelectric electricity together 

to charge batteries in the years to come. Improving the system's efficiency and scalability 

through component design and material enhancement might be the subject of future 

investigations. To make the system more efficient and flexible, it could be possible to use 

AI and machine learning to build prediction models of energy use and generation trends. 

The energy system may be made more robust by adding additional renewable power 
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sources, such as hydroelectricity and wind. To make sure the system can be used in the 

real world, we need to find ways to reduce costs and solve the problems with 

deployment. All things considered, there is hope for a cleaner, more robust energy future 

thanks to the continuing research into sustainable energy solutions. 
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ABSTRACT 

Many commercial apps are using face recognition technology to verify and identify 

users. Includes security, monitoring, and access control. Machine learning can discover 

complicated patterns from vast datasets for face detection. The three processes of 

machine learning face recognition are classification, feature extraction, and face 

detection. First, recognize faces in a video or photo with an algorithm. After that, 

feature extraction extracts the face's key geometric and textural traits. Finally, a 

classification algorithm classifies each item of obtained data, frequently to identify 

someone. Machine learning approaches including random forests, CNNs, and support 

vector machines have been developed to solve the facial recognition problem. CNNs 

are promising because they can recognize hierarchical representations in images and 

enhance accuracy. Despite their potential, these modeling systems still struggle with 

occlusions, posture changes, and uncontrolled illumination. Due to privacy concerns, 

face recognition technology must meet strict ethical standards. Face recognition 

powered by machine learning is transforming how people view automation in 

healthcare, security, and entertainment. Growing datasets and smarter algorithms will 

boost this field's progress.  

Keywords - Convoluted Neural Networks, Facial Recognition, Machine Learning 
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1. INTRODUCTION 

 
In recent days, capturing images with high quality and good size is so easy because of 

rapid improvement in the quality of capturing device with less costly but superior 

technology. Human action recognition has effortlessly gained a lot of attention from the 

researchers due to its inevitable contribution to video surveillance, sports video analysis, 

human-computer interaction, video analysis and many more. The application of depth 

cameras for capturing the human-object interaction has given a new dimension for better 

analysis. The temporal relationship among different actions performed by a human to 

accomplish a task requires continuous monitoring of intra-class variations which is a 

challenging task  

2. BACKGROUND LITERATURE 

Monitoring of the face: This algorithm's objective is to trace the same items while 

simultaneously detecting the face in real time. The training classifier is used to 

recognize and track another item of our choosing, and we utilize training example 

photos of that object to do so. There is a component of the facial recognition system 

known as face tracking. In this case, we are able to extract particular features of the 

human face by utilizing a number of different system techniques.  

Face Detection Techniques: During the process of face tracking, this face detection 

procedure really determines whether or not the image in question is an image of a face. 

The Haar Cascade Classifier is the one via which the search procedure is really carried 

out. An effective approach for detecting objects is proposed by Paul Viola and Michael 

Jones. This method is based on the Haar feature-based classifier algorithm. The cascade 

Function is learned on photos; this is a way to machine learning that is being used. It is 

utilized for the purpose of identifying items in a variety of photographs.  

Specifications of the Haar Cascade Classifier :The first characteristic that appears to be 

picked in Face Detection is the focus on the property that the eye area is often darker 

than the nose and cheek regions. This was determined by our calculations. The eye 

feature that is shaded darker than the bridge of the nose is the basis for the second 
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characteristic that was chosen. On the other hand, you do not require the same window 

to be applied in any other location as the ball. Image detection, retrieval, storage, and 

matching of face characteristics are all functions that are performed by a facial 

recognition system. When the topography is not favorable, however, it is difficult to lay 

cables in certain areas. A real-time facial recognition system that is dependable, secure, 

and quick is the basis for this suggested system. However, it is still in need of 

refinement while operating in a variety of lighting styles.  

3. METHODOLOGY 

The building consists of two separate phases. Machine learning models are taught 

during the first step, which is known as the training phase. Learned models are put to 

the test and their actions are assessed in the second step, which is known as the testing 

phase. Initiating the system's environment construction and library installation is the 

first stage. These libraries are essential for the system: OpenCV for computer vision 

tasks, NumPy for numerical calculation, pandas for dataset creation and data operations, 

seaborn for data visualization, skLearn for machine learning algorithm instances, CNN 

(Convolutional Neutral Network) for image classification tasks, and seaborn for data 

visualization.  

 

Data collection begins immediately after the environment is developed, and as a result, 

open-source data is used. The data is delivered to the next part of the system after it is 

extracted, as it is in image format. The next step is to upload the image to the media 

channel so that face features may be estimated. After that, the media channel finds all 

33 important spots in a given frame and assigns a visibility value to each of their 

corresponding three-dimensional coordinates. Based on these 33 points, a new dataset is 

built, with the coordinates and visibility of each point representing their individual 

qualities. The data is then cleaned up and made ready for study using data pre-

processing procedures in order to get it ready for a machine learning model. 

Normalization is applied to the data collection so that pre-processing can be easier. As 

part of the normalizing process, all of the values in the data set are checked to make sure 

they are between zero and one. For the most part, this is because normalized data is 

essential for the proper operation and good output of many machine learning models. 
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The next step is to use feature engineering, which involves taking the existing features 

in the dataset and creating new ones. The essential points were converted into vectors 

for this purpose. A three-dimensional face feature is represented by this specific vector, 

which is used in the feature calculation procedure. Assessments performed. Machine 

learning algorithms that rely on classification are trained using all of the processed data 

after processing is complete. Gathering or creating test data is the first order of business. 

All of this data must be completely new and not include any duplicates from earlier data 

sets for the training phase. We tried to compare and contrast a bunch of classifiers for 

the aim of facial feature classification. Included in this dataset are a number of 

classifiers, including ridge, logistic regression, gradient boosting, random forest, and 

KNN. In order to get the best possible outcomes with more accuracy, these 

classification techniques have proven crucial. An approach known as web scraping was 

employed to get the dataset. Timely image collection was critical for achieving the best 

potential results. In the initial stage of a system, known as a training phase, machine 

learning models are instructed. The second step involves putting the learnt models to the 

test and seeing how well they do. There are two parts to the system. Initiating the 

system's environment construction and library installation is the first stage. These 

libraries are essential for the system: OpenCV for computer vision tasks, NumPy for 

numerical calculation, pandas for dataset creation and data operations, seaborn for data 

visualization, skLearn for machine learning algorithm instances, CNN (Convolutional 

Neutral Network) for image classification tasks, and seaborn for data visualization. Data 

collection begins immediately after the environment is developed, and as a result, open-

source data is used. The data is delivered to the next part of the system after it is 

extracted, as it is in image format. The next step is to upload the image to the media 

channel so that face features may be estimated. After that, the media channel finds all 

33 important spots in a given frame and assigns a visibility value to each of their 

corresponding three-dimensional coordinates. Based on these 33 points, a new dataset is 

built, with the coordinates and visibility of each point representing their individual 

qualities. The data is then cleaned up and made ready for study using data pre-

processing procedures in order to get it ready for a machine learning model. 

Normalization is applied to the data collection so that pre-processing can be easier. As 
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part of the normalizing process, all of the values in the data set are checked to make sure 

they are between zero and one. For the most part, this is because normalized data is 

essential for the proper operation and good output of many machine learning models. 

The next step is to use feature engineering, which involves taking the existing features 

in the dataset and creating new ones. The essential points were converted into vectors 

for this purpose. A three-dimensional face feature is represented by this specific vector, 

which is used in the feature calculation procedure.  

assessments performed. Machine learning algorithms that rely on classification are 

trained using all of the processed data after processing is complete. Gathering or 

creating test data is the first order of business. All of this data must be completely new 

and not include any duplicates from earlier data sets for the training phase. We tried to 

compare and contrast a bunch of classifiers for the aim of facial feature classification. 

Included in this dataset are a number of classifiers, including ridge, logistic regression, 

gradient boosting, random forest, and KNN. In order to get the best possible outcomes 

with more accuracy, these classification techniques have proven crucial. An approach 

known as web scraping was employed to get the dataset. Timely image collection was 

critical for achieving the best potential results.  

 

4. MODELINGANDANALYSIS 

 

We train the data using classification-based machine learning algorithms once data 

analysis is finished. Hence, five machine learning algorithms—Random Forest, 

Gradient Boosting, K-Nearest Neighbor, and Ridge—are employed by the system. To 

measure the efficacy of machine learning models, accuracy is employed. For precise 

identification, a classification model was trained. A method to measure the effectiveness 

of algorithms for categorization is suggested. This was accomplished using the 

confusion matrix for every method we employed. Numerous sub-aspects are comprised 

in this project's various modules and components. Several degrees of integration 

allowed these parts to come together to form this project. With the use of web scraping, 

we were able to get the dataset. We enhanced the data collection by hand cleaning it. 

They were thrown out if the pictures weren't good. We add the picture to the dataset if 
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all the conditions are satisfied. There are other approaches of cleaning data sets as well.  

 

Creating landmarks: The process of algorithm execution was defined by the production 

of icons. At the specified locations, the media pipe was used. You can find the 

landmarks in the CSV file if they are applicable. In the event of an exception, missing 

landmarks can be handled.  

In terms of algorithmic approaches, the five most common ones are logistic regression, 

artificial neural network classifier, gradient enhancement, random forest classifier, and 

ridge classifier. All of these categorization methods were utilized during model 

construction for optimal results. The model underwent singular application of each of 

these methods. We also employed the algorithm that yielded the best result. The best 

model was chosen using a combination of several algorithmic parameters. A plethora of 

findings were produced, with Gradient Boosting emerging as the top classification 

approach.  

5. RESULT 

 

By using a huge database and identifying visual components, this technique enables the 

computer to comprehend the images. Another possible outcome is "no match" in cases 

when the degree of similarity falls short of the specified threshold. A suggestion for a 

semi-supervised learning approach utilizing support vector machines for face 

recognition is presented, along with the usage of neutral networks for this purpose. The 

mechanism of recognition is easy to use and very efficient. It follows that, with the 

addition of distinctive facial characteristics in the right proportions, it is possible to 

rebuild an image of the original face from the native interface. Some of the traits seen 

on each face may not even be there in the source image. 

6. CONCLUSION 

 

Technology and automation will undoubtedly play a central role in the upcoming 

Fourth Industrial Revolution. We are witnessing shifts in the sector that necessitate 

new technologies. These innovations altered not just the way businesses function, but 
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also our day-to-day experiences. Effective measures to safeguard data so that 

unauthorized individuals cannot access critical information needed for forensic 

investigations. All of the facial recognition systems that we tested in this study 

performed well. Facial recognition is the foundation of the face recognition system. 

Anyone may utilize this approach to find out who the mysterious people are. This is a 

quick, easy, and cost-effective solution. Using the algorithm for machine learning. The 

system is easier to understand and use, and anybody may tailor it to their own needs. 
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